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Abstract

This paper focuses on processing of direct speeth i
Belarusian electronic texts for the purpose of aooiidk
creation. Usually, for creation of an audioboolgthgsis with
only one voice is used. It gives us perspective tha
likelihood of making text-to-speech synthesis maniced,
thus making audiobooks more approximate to
representation of characters’ unique speech feature

the

1. Introduction

The work on direct speech processing was start@dir8 by
the group of researchers from the United Institute
Informatics Problems of the National Academy ofeBces of
Belarus. The main goals of the study include thetifieation

of all cues in electronic texts and the identificat and
processing of cues with authors’ text insertionsttie aims of
audiobook creation.

Actually, European scientists have already develope
algorithms for character identification and autamat
determination of the character’s role with the hefpNooJ
syntactic grammars [1]. As for the Slavic languagles work
of Croatian scientists on the direct speech ideatifbn
should be noted [2], though they do not considerpioblem
of gender identification. Such programs for audwbo
creating as MP3book2005 and AUDIOBOOK are also
developed in this direction. They have special ithhwnits for
logical analysis of dialogues, which can provide tharking
of the characters’ and author's words in a diakigiext. In
AUDIOBOOK steps were taken to read dialogues in
character, but the program does not cover all teex It
ignores the cue structures with more than one tioseof the
author's words. In addition, it is not able to itinthe
gender of a character on such indicator as a "“verasculine
noun" combination in the author's words:

— Tpoaba Hamicanp "Aup", — agKa3Bac By4aHs.
(= We should writesiis”, — the pupil (he) answers.)

Thus, the tasks confronting the authors include the
algorithm development for direct speech processing
formalize as much syntactic structures of dialdgtext as
possible, and to identify automatically the gendsr a
character by the insertions of the author’s wordshie direct
speech. We also discuss the use of the develogedtbms in
a TTS system.

2. The development of automated algorithm
for direct speech and author’s text
identification

At the first stage we have selected texts in Belaruand
identified all the paragraphs with direct speeche Tound

paragraphs were separated according to the chex'agémder
and all the cues with author's text insertions weteo
marked. Then the cues were analyzed to defineytitactical
direct speech structures and to detect genderataii (such
as past tense verbs and nouns with gender attsibie
author’s text insertions.

The following syntactic structures were revealedlirect

speech:

Direct speech apart from the author’s text:

—c¢pupng 2.

Direct speech followed by the author’s text:
—CcGlrpmrpm? 2 ) =AC )

Direct speech with one or more insertions of thitaas text:
—CcGlrpmrpm? 2 ) =AGH- ) =C G
M2 2 )Y EAGE )Y 2) 2

1))

The structures contain the following annotations: @e
words of a character (speaker), A - the authors teackets
(,) — the beginning and the end of a choice sgtuaictuation
marks, | - symbol or (separation of punctuationk®idan a
choice set).

On the basis of these findings the algorithm faect
speech identification was developed. The main idethat
only those paragraphs are taken into consideratianbegin
with a dash. After a dash being found, the follayvelements
of the paragraph are alternatively defined as theracter’'s
words and the author’s words. The algorithm’s camity
consists in indicating of a set of characters gegiarate the
character’s part from the author’s part.

Let us describe the developed algorithm:

1. Process the next paragraph TT of atext T. If TT =
d, then go to Step 14, otherwise go to Step 2.

2.1f TT begins with a dash, then go to Step 3,
otherwise — Step 1.

3. If a sequence of any number of SSw1 set’s elements
is found next, and at the end of which there is eleynent of
SSp3 set, then go to Step 11, otherwise — Step 4.

4. If a sequence of any number of SSw1 set’s elements
with SSp2 set’s elements placed between them (encdral
elements in succession) is found next, and at ideoé which
there is any element of SSp3 set, then go to Steptherwise
— Step 5.

5.1f a sequence, starting with any element of SSpl
followed by any number of SSwl set's elements,oisntl
next, and at the end of which there is any elerné®Sp3 set,
then go to Step 11, otherwise — Step 6.

6.If a sequence, starting with any element of SSpl
followed by any number of SSwl set's elements V@®p2
set’'s elements placed between them (not severaleefs in
succession), is found next, and at the end of wtiere is any
element of SSp3 set, then go to Step 11, otherwiStep 7.



7. 1f a sequence of any number of SSw1l set’'s elements
with SSp1l set’s elements placed between or afterlS&t's
elements (not several elements in succession)uisdfamext,
and at the end of which there is any element of3Ssy, then
go to Step 11, otherwise — Step 8.

8.If a sequence, starting with any element of SSpl
followed by any number of SSwl set's elements v@®pl
set’'s elements placed between or after SSwl skdiseats
(not several elements in succession), is found, read at the
end of which there is any element of SSp3 set, fweto Step
11, otherwise — Step 9.

9. If a sequence of any number of SSw1 set’'s elements
with SSp1l set’s elements placed between or afterlS&t's
elements (not several elements in succession) &p@ Set's
elements placed between SSwl set's elements (verase
elements in succession) is found next, and at kdeoé which
there is any element of SSp3 set, then go to Steptherwise
— Step 10.

10.If a sequence, starting with any element of SSp1l
followed by any number of SSwl set's elements v@®pl
set’'s elements placed between or after SSwl skdiseats
(not several elements in succession) and SSp2 aetisents
placed between SSwl set's elements (not sevenaeals in
succession), is found next, and at the end of wthieke is any
element of SSp3 set, then go to Step 11, othernwiSiep 1.

11.1f a dash is found next, then go to Step 12,
otherwise conclude that TT belongs to direct speethgo to
Step 1.

12.1f a sequence of any number of SAwl set's
elements is found next, and at the end of whichethe any
element of SAp2 set, then go to Step 14, otherwiStep 13.

13.1f a sequence of any number of SAwl set's
elements with SApl set's elements placed beforéydmn
or/and after them is found next, and at the endiath there
is any element of SAp2 set, then go to Step l4eratise —
Step 1.

14.1f a dash is found next, then go to Step
otherwise conclude that TT belongs to direct speathgo to
Step 1.

15. The end of the algorithm.

Within the given algorithm, Steps 3-10 correspondhie
speaker’s words identification and Steps 12-13esmpond to
the author’s words identification. For the desdoiptof direct
speech processing, the following sets of elemewi® wsed:
SSwl, SSpl, SSp2, SSp3. Respectively, to describe
author's word’s identification the SAwl, SApISAp2 sets
were used.

Let us describe the elements of the sets being &®adl
and SAw1l sets include the rules of possible sp&akerd
author's words formation and have the followinglirfi:
SSwl = SAwl = {<KWF>, <NB>, <WF>#-#<WF>}, where
WF is any word form, and NB is any number. SSp1pSS
SSp3, SApl and SAp2 sets represent a range ofradiffe
punctuation marks and are filled as follows:

SSpl = {'L LN LN NN LN LN N NN
NN NN NN NN NN N =N N
N =1 N2 2N NN INNY NN L L P
SSp2 = {<P>/2Y, [.d, 1. L LA - A IR
mypng NG NG DL AL D) Y

SSp3 = {/, LI, M 1A L 12 L D 120 D) N
LN LN NPT

SApL ={.1, L1, 1. N L D

th

SAp2 = {11, 1.0, 1), N}

The developed algorithm was implemented with thig he
of a computational linguistic tool NooJ, notablythwiits
Belarusian module. NooJ allows to develop syntalctcal
morphological grammars and to test them on a latgaeber
of texts. Thus, the authors have developed a Nygothctic
grammar DS_AIll for automated identification of all
paragraphs containing direct speech (Fig. 1). krparts -
graphs Speaker (Figure 2) and Author (Figure 3@rvesto
identify respectively the character's words and dhéhor's
words.

p—{="> )—1- )—{Speaker p—
(- )—Author |

- )—{Speaker )—) \\\ /@
N

< N
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Figure 1: A general view of the DS_AIl grammar
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iy <WE>
I <NB>
<WEF>#-#<WF>

Figure 2: Syntactic subgraph Speaker of the DS_All
grammar

<WF=
<WE>#-#<WF>

Figure 3: Syntactic subgraph Author of the DS_All
grammar

The resulting grammar can be applied sequentiallyarty
Belarusian electronic text through NooJ, and thegimm
function Locate Pattern allows to view the resuifsthe
grammar applied in the form of concordance (Fig. 4)



Before \ Seq. \ After

IyubiHa. - Bock 6aublile, WKaAa TONbKI, WITO Bbl aj4 Hac ganéka, a 7o 6... - A Xxi€
cbkalo? - A xiba TyT HAMa KaMy r>Taii cnpaBai 3aHaUUa? Bocbk Mo K... CaxaH
iAanica. - He, A y)Ko 3yciM cTpauiy TaMm nacky, A3skasaub Bory. Aiiner
13ay éH. - Anpaua Taro, f Uyy, WTO ¥ fe XaHiX €clb yXo. - Wi M
ub yxo. = Lli Mana Ha cBele AypHAY, - 3HOY faaay a. Kipbin. Martyu
1a cBaé: - Hy, To wro? Xi6a »xaHixam cBiHel He nagknajaroLub? -MaT1a
natoub? - aTa 6610 6 HE Na-XpPbICUiAHCKY. - 3arto

Figure 4: The results of applying the DS_AIl grammar to a
Belarusian text

3. The development of automated algorithms
for character’s gender identification from the
author’s text

In the Belarusian language singular past tense vedyshave
gender attributes, for examplegnpasiy ‘he corrected’ and
ckazana ‘she said’. As such verbs may often occur in ar¢ho
commentaries to direct speech, as well as somesnioaving
gender attributes, they may serve as gender ima&aind be
considered suitable for character’s gender ideatifon.

For the purpose of gender identification we havelified
the algorithm mentioned above, namely in Steps 3 2v&
used one more set with gender indicators. Therherbasis
of the grammar DS_AIll two separate grammars were
developed — one for masculine gender identifica{ldg_M),
and one for feminine gender identification (DS_$8¢[3] for
more details). For this purpose, we worked furtier graph
Author and added resources for gender identificafféigure
5). In the Figure 5, one can see the subgraph
VERBSmasculine. It includes the list of masculinebger
which were selected at the stage of manual madinexts in
the Belarusian and Russian languages. The similarofis
verbs was created within the subgraph VERBSfemerone f
feminine gender identification.

Auth <WF>
- - )
I N I
L A
Vv = v
B> h
<w5>uxx‘<w‘ﬁ> ' {<NB=
4 ‘(\\,‘P> '
P b
<WE>#-$<WE>

M

Figure 5: The subgraph Author, DS_M

L)

In order to use the outputs of the grammars in $jJ&$em
SAPI| 5.1, it is necessary to adapt a text to a SAF8 XML
format. Therefore, to select an appropriate spsgothesizer,

a syntactic grammar should provide annotations he t
following kind:

<VOICE Required="name=[a synthesizer's name in TTS
system]">

...A text for synthesis...

</VOICE>.

Thus, in the Figure 6 one can see, that the speech
synthesizers BorisBel and AlesiaBel will be respetyive
applied to the character’'s words (Speaker) antiecatithor’s
words (Author).

== {Speaker | P
<VOICE+Required="name=BorisBel" > -
tired="nane=5
-
= [Author ) N
<VOICE+Requlred:"name:Ales i el >
= AN

- Speaker ) PO\
<VOIC! i = isBel" > \\\

- .
TE‘V, {Author ) @B\\\§
<VO: ired="name=Al iaBel" NN
ﬁ'/ N\ |

Speaker | I
<VOICE+Required="name=BorisBel" >

Figure 6: The DS_AIl grammar after being adapted for
SAPI 5.1

For example, after being processed by the DS_M and
DS_F grammars, a dialogical text will be annotedsdn the
Figure 7. A female voice AlesiaBel is applied to thehor’s
words, and voices ElenaBel and BorisBel are usedHher t
female and male characters’ words. Such annotatiows to
input texts into the TTS system SAPI 5.1, whereittaécated
voices switch over are automatically (Figure 8).

<VOICE Required="name=ElenaBel">- Baupka Bams,</VOICE> <VOICE Required="name=AlesiaBel">

- menTam cxasana Maiika.</VOICE>

<VOICE Required="name=BorisBel">- Baubka BoI,</VOICE> <VOICE Required="name=AlesiaBel">
nanpasiy Asnecs.</VOICE>

<VOICE Required="name=BorisBel">- Bocb Tak i Jlusnpo nadusxaenua Hense.</VOICE>

<VOICE Required="name=ElenaBel">- XuBas Baga,</VOICE> <VOICE Required="name=AlesiaBel">

- ckasama fAHs.</VOICE>

T sEa anycrizaca Ha kameHi i snamana MaNBUHKAMi KDHITANLHYD NABEDXHO.

- Tine. Byasele #els CTO TOL.

Figure 7: The sentences from the Table 1 after being
annotated with VoiceXML tags

<VOICE Required="nama=FElenaBel">- Ballkka Bafhl,
< /WOICE= <VOICE Required="name=AlesiaBel">

- WSNTaM c»{a3ana[ﬁ.<jVOICE>

<VOICE Required="name=BorisBel">- BalkKa BoA,

Open File

</VOICE> <VOICE Required="name=~AlesiaBel"> Speak

- nanpaeiy Anece.</VOICE=>

<VOICE Required="name=BorisBel">- Bock TaK i
[OHANPO NadsiHaeuua Hepze. </ VOICE=

<VOICE Required="name=ElenaBel">- X uBasA sana,

Pause

iy

</WOICE> <VOICE Reguired="name=AlesaBel"= Stop
- ckazana AxA.</VOICE>
I fiHa anycuinacA Ha KaneHi i ZnaMana nankYsikami skip |0 4:I

KPbIWTANEHYH N3BEPXHKD.
- Nine. Rvnzeie ¥hillk cT0 ron

Speak .wav

L

Voice ﬂ

|AIesiaBeI

Figure 8: The speech synthesis of the annotated sentences

4. Multi-coloured marking of a text

One more application for the described annotatsoothé
multi-coloured marking of a text for visual pressidn of the
author’s words and of the female and male charsictesrds.
Such marking may be used by an editor to quicklslyaze
direct speech in a text and to select an optimahbar of
speech synthesizers or speakers.

To provide the multi-coloured marking, the authbese
developed the VoiceXmlToColorReplacer software. The
program process VoiceXML-files and allows convegtin
VoiceXML-tags of speech synthesizers into HTML-tagth
different styles of direct speech visual preseatsati

After a text passes through the
VoiceXmlToColorReplacer software, the character’sscaied
the author’'s insertions are marked with differenioars:
namely, author’'s words (AliesiaBel) are in blacke tale



character's cues (BorisBel) — in blue, and the female Languages with NooJ. Democritus University of Thrace,

character’s cues (ElenaBel) —in red (Figure 9). Greece. 102-111.
[2] Juré, T., Stupar, M., Boras, D. “Direct Speech
- Balbka Bazbl, - WHNTaM ckasana Maiika, Recognition in Text”. In: Vuokovi¢ K., Bekavac B.,
- Balbka Boz, - Nanpasiy Anecs. - Boch Tak i [IHANDO NaublHaelua Hedze. Silberztein M. (eds.)Selected Papers from the NooJ
I::lb;E::inf;a,c;c::zkinnae:ﬁﬁsnaMana nanbYblkami KpbILWTanbHYK NaBepXHH. 2011 lntern Conf AUtorT‘atIC Promng Of Varlous
- Miue. ByaA3eLie XbiLib CTO FOA... Levels of Linguistic Phenomena. Cambridge Scholars

Publishing, Newcastle, pp. 122-127, 2012.
[3] Hetsevich, Yu. S., Okrut, T. O. and Lobanov, B. M.
“ AnrapbIT™MBI 11PHTBIIKALIBI PAILTIK ca cIoBaMi ayrapa ¥

NEKTPOHHBIX ~ TIKCTax Ha  Oemapyckaii  Mose”,
Informatics, 1 (41): 68-76, 2014.

Figure 9: A fragment of a text with multi-coloured
marking of direct speech

5. Evaluation

Initially, a training text corpus with 106 000 woudages was
used in developing the grammar. Then, in the psais
testing, the experts have collected a test texpummwith
23867 word usages. According to the performance
evaluations, the total number of cues in the corpas equal

to 481 (N=481). Among them 233 cues include théag
text insertions, where 165 cues belong to maleaciars, 68
cues belong to female characters.

The quantity of all cues found by the algorithm B8 _
(be) is L=462; the number of those which have tmmrectly
processed is M=461. The calculations have showed th
following results for DS_All (be): precision99,5 %, recalk
95,8 %, and F-score 97,6 %.

The quantity of all cues found by the algorithm D& _
(be) is L=145; the number of those which have bmmrectly
processed is M=143. The calculations have showed th
following results for DS_M (be): precision98,6 %, recalk
86,6 %, and F-score 92,2 %.

The quantity of all cues found by the algorithm BSbe)
is L=58; the number of those which have been ctyec
processed is M=67. The calculations have showed the
following results for DS_F (be): precision98,2 %, recalk
83,8 %, and F-score 90,4 %.

6. Conclusion

In the process of character gender identification the
author’'s text insertions, rather good operatingulteswere
obtained. Moreover, the developed algorithm shovtself
suitable for the use in combination with a TTS eystand
later may be applied in audiobook creation witheefng the
unique speech characteristics of characters.

However, text processing at the paragraph leveios
sufficient for character gender identification lhaues. There
are a lot of cues without author’s text insertiotigt is why
now we face the task of gender identification digefrom the
character's words, and the most significant chakeis to
provide text-level gender identification throughe thnalysis
of the text going before and after the cues. Moeeofurther
work needs to be done to create dictionary ressuvdéh
verbs-indicators identifying, to expand the puntibrabase
(dash and quotation types, etc) and the test caspor
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