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Abstract

The article presents the effectiveness of the Matwdis
distances in case of the text origin identificatiom order to
calculate this metrics were used text featureshefdriginal
texts and the texts generated on the basis ofrigmal texts.
As a generation method there were used the synoramdy
Markov chain method.

1. Introduction

Recognizing the authorship is actively studied and
expandable area of the scientific knowledge. Masigrgists
investigate the existing and develop new methodsvbigh
the problems associated with the attribution of sexays can
be solved.

The problems of the text origin identification bew
especially important at the background of anonymnatyd
plagiarism when computer nets are used. So theraegded
new methods able to give the answer whether thewes
written by a human being (natural text) or it isifmial. The
artificial text is the text generated by a spegiabgram-
generator.

2. Statistical text attribution methods

Statistical analysis methods are based on the tfedt the
author's manner can be recognized by some textréeat by
the set of such features — named author's invarighe
examples of text features may be average word Hergt
gram frequency, some words repetition rate.

Statistical methods are commonly used when solving
attributing problems. Their advantages are higlacutating
and training speed compared with the machine methaldo
universality. The drawback is the necessity of thehor's
invariant extraction that requires additional comapion. The
volume of this computation depends on the problerdeu
consideration and on the quality of the texts [1].

3. Dataset for experiment with artificial texts

It's practically impossible to select the identfion text
features that can exactly tell one author from l@otSo it is
considered enough that the parameter can recodiffeeent
groups of authors. It is assumed that exists agbayp of
authors whose average value of some parameterrdiffe
greatly. In such a case the parameter will not ble &
recognize texts of different authors of the sammugr They
could be recognize using simultaneously many patensie
having different character.

Investigation allowed to find parameters typical feuch
methods of artificial texts generation as synonysanyd

Markov chain method and features not typical foenth In
both cases characteristics of the artificial teldgically
followed the suit of their original. In additionn icase of
synonymy there were changes according to the lef/¢he
artificial text singularity. It proves the influeacof the
generation algorithm on some parameters variation.
Calculations done allow to pick out some features would
greatly change in every as well as the features changed
less.

The most changed text characteristics of synonymy:

* the number of service words;

 frequency of some words;
* the number of short words.

Less changing text characteristics of synonymy:
 the number of long words;

 the average word length.

The most changed text characteristics of Markovircha
method:
* the number of sentences;

« frequency of some words.

Less changing text characteristics of Markov clma@thod:
* the number of short words;

 the number of long words;
 the average word length;
 the number of service words.

In order to get more correct estimation of textrabteristic
variation found by calculation may be used somehmat
methods, namely the fitting criterion.

The author used Mahalanobis distance calculatianshould
prove the possibility to use the statistics methedsen
solving problems of the texts origin and detectimg artificial
texts.

There were used following designations in experimen
v_original — average value vector of nature (ofigtaxts,
v_Symonim — average value vector of texts generatitil
program SyMonym, v_Article — average value vectbteats
generated with program Article Clone Easy, v_Deliriu-
average value vector of texts generated with progra
Delirium.

4. Mahalanobisdistance calculation
experiment

In statistics the Mahalanobis distanse is a measudistance
between two random values. It generates the Euwtlide



distance. It is used to identify and gauge sintijanf an

unknown sample set to a known one. It differs fifatlidean

distance in that it takes into account the contet of the

data set and is scale-invariant [2]. In other wpiitihas a

multivariate effect size.

To use Mahalanobis distance in order to recogra@xedrigin

is needed to calculate covariance matrix. As usued can

calculate it based on the known class sets. Thennged to

calculate the Mahalanobis distance from a givemtptu the

selected class and appreciate it.

Input data for Mahalanobis distance experiment are

« average value vectors for the following sets oftdex

nature texts, texts generated by the program Syioni
texts generated by the program Article Clone Easy,
generated by the program Delirium;

e some input text with a known origin that could be
attributed to a certain class (taking part in this
experiment). It should be mentioned that as theutinp
texts there were taken the text that were not deed
calculating the averaged vector.

The calculation is performed by the classical fdanu
Dm=(x- )" S (x= 1) O
wherex — input text value vectop) - average value vector of
some text class - integrated covariance matrix.
Block-diagram of calculation algorithm is shown ig.f1.
Results of calculation for the vectors mentionedvabare

given in Table 1 (synonymy) and Table 2 (Markov ioha
method).
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Figure 1:Block-diagram of calculation Mahalanobis
distance algorithm in article
Table 1:Results of calculation Mahalanobis distance
(synonimy)

Mahalanobis distance between vector| x
Input text and average vector of some class
(vector x) (vectorp)
v_original | v_Symonim| v_Atrticle
Nature (origin) 0,13 0,269 0,416
text
Text generateq 4, 0,134 0,107
with SyMonim ' ' '
Text generated
with  Article 0,259 0,375 0,072
Clone Easy

Table 2:Results of calculation Mahalanobis distance (Markov
chain method)
Mahalanobis distance between vector x

Input text and average vector of some class
(vector x) (vectorp)
v_original v_Delirium
Nature (origin) 0.210 0.265
text
Text generateq 0,062 0,014
with Delirium

The results of calculations are similar to the Itsswof
Euclidean distance calculation. It can be mentiotied for
synonymy regularity obtain the lowest Mahalanobistashce
for texts that belong to one class, also the gstateasure the
distance from other classes with more unique téxtiqle
Clone Easy).

In case of Markov chain method results are idehtica
calculations Euclidean metric: text characteristiwsakly
changed in the generated code, so the differenvecbr the
distance to two different classes in the input texhot as
revealing as in case of synonimy. Repetition of ola@nal
data suggests that for this method it's neededhtnge the
characteristics set to become results that arevaelefor
identifying a text generated on the basis of thlge@thm.

5. Conclusion.

The experimental results show the volume of sintylar
random input text with specially researched samplé§cial
texts. It is assumed that this and similar calootest can afford
to develop the most effective way to identify thetifigial
generation of texts.

Mahalanobis distance can be used to identify thiicéal
generation of text. The minimum distance was cateufrom
input text vector to average vector of class thas text
belongs to.

As the average value vector for the class under ies
necessary to use text set with high (over 65%) uerigss of
the texts. The identifying characteristics of tiparameter
weakly manifested with the lower rate.

In case of the Markov chains method it's neededhange
invariant to achieve a more significant differeresgween the
numerical values.

This requires testing of the methods described ba t
identification of different inputs and other metsodf
generating artificial texts.
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