Random Subspace Classifier for Recognition of Pests on Crops
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Abstract

The purpose of this work is to develop a recognisgstem of
the Beetle Colorado Potato (Leptinotarsa decemlingzat.

We work with images and we use them in the systased on
neural networks. We use a collection of 25 imageth w
different position of beetles, also with varyingnmaers of
beetles. We calculate the brightness, contrast @tour
orientation histograms for feature extraction ofgvimage as
input to the Random Subspace Classifier (RSC) neural
classifier. We describe in this paper the structatgorithms,
and the initial results of the RSC classifier testing

1. Introduction

The initial investigations for the detection andagnition of
insects were developed in controlled environmeigslgted
chambers, laboratories and greenhouses) [1] {t[Was made
in order to improve environmental conditions andhave a
environmental stability that improve results of agoition
technique implementation. The objective of theseaeches
was to detect and to determine if the insect beddogategory
or pest [8]. We need to have images that allowousxtract
and obtain information, since the image acquisittonthe
application of algorithms for the automatic detewti of
patterns

The design and development of algorithms that work
with images are important components in the mettoayoof
image processing and computer vision. The compuiséon
systems in science and technology are based oactrty
information from an image to solve a special t&8k-{ [10].
These systems are increasingly used in automatiocegs in
robotics, micromechanics, biomedical investigatjcersd etc.
Computer vision technique has been shown to be stensi
and economical inspection in the agriculture armmpsrguality
measuring [6] - [11]. In Fig.1 we present one exkmpf
larvae recognition.
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Figure 1 Image-based automatic recognition of larvae.

In recent decades some methods used in compuien vis

for detecting pests, insects and beetles were ojgedl

Sometimes these methods are used to recognizeigestthat
used against insects and larvae. For example, tairokthe
number of harmful insects in a greenhouse the video
processing algorithms were proposed. By making dlose
circuit video the authors achieved sufficiently doresults.
The Bayesian neural networks for the detection erlstfliers

is another technique that was implemented [3]. Gé& result

of recognition rate was obtained of 89.2%. The wetveeural
network (WNN) was developed and used to recogriiee t
spectrum of pesticide on a crop [4].

The special techniques to detect sugar cotton ipest
China was developed using the rough set with fuzzge@ans
clustering [5]. The authors identify and diagndse presence
of pests in the crop using digital color image graton.
Their system had an efficiency of 85% of correciognition.
The techniques show good results in agriculture.

There is work to create algorithms that accept #msag
with shape, texture and color varying [12].

In 2002 the United Nations Food and Agriculture
Organization (FAO) highlighted the problems regagdfood
production, either water quality, soil quality arttence
quality-culture in the use of pesticides. Therefone are
interesting in two pests that devastate crops ¢étpes and
beans. These potatoes and beans have high pratuetin
high demand. They make up 85% of the total plat fanit
consumption [13].

In Mexico, the beans are one of the most important
foods. The beans are extremely easy to grow. plaist has
usually high productivity and low cost of farm woikhe bean
has a number of possible pests which cause vatipes of
damage. A pest that can seriously damage the piarttse
Mexican bean beetle MBBEfilachna varivestls MBB is a
yellow or brown beetle, it has eight black spotseach wing.
One of the techniques used to control the MBB isamuml
selection and destruction of egg masses and abakdes,
removing or destroying the remains of plants dfi@rvesting
process [14] (Fig. 2).

Figure 2: Images of Mexican bean beetle on crops.

Potatoes have several different types of pests dhat
destroy plant leaves and tubers. The pests atteclatatoes
and prevent its growth. One of the most common gt



dangerous beetles is the Colorado potato beetle (CPB) pixels of the window. For this purpose we used $Sicbwartz

(Leptinotarsa decemlineataThe CPB is mainly distributed in
Europe and in the USA. This adult beetle is yellmworange
and his body is covered with 10 narrow black stipdany
beetle populations have developed resistance ticiges that
have been widely used against them [15] (Fig.3).

Figure 3: Images of Colorado potato beetle on crops.

In this paper we propose a RSC neural classifier to
recognize the Colorado potatoes beets. Any typenpfiti
images with MBB and CPB beetles of different shape or
texture are acceptable.

2. Database and feature extraction

We have an image database of about 30 CPB sampies an
about 20 MBB samples. These images we have gottem fro
different websites. The images have dimensions56f2 180
pixels. Many insects use the technique of mimagigtgtion)
to hide the foliage [16], [17]. However for the @ééapment of
our system and due to the physiological charatiesisf the
Colorado beetle, this property does not affect @sk tof
recognition. So it is possible to develop and te asomputer
vision based on neural networks for localizatiod dragnosis
of pests in potato crops.

Each image pretreatment was performed, changing the
original image to grayscale. Then we have marketi @aage:
put a white pixel to pixel containing only the Heetfter the
marking process, each image is scanned with a wirgize of
20 x 20 to increase the number of samples for RS&Sifiler.
For every window we realize the feature extractpacifically
the calculation of three types of histograms. These
brightness, contrast and contour orientation histog. We
used these histograms as inputs for our RSC newsdifier.

(Fig. 4).
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Figure 4 Feature extraction (three histograms)
To calculate the brightness histogram we analyzzyepixel
of the window that scanned the image. If we wantafzulate
the contrast histogram we need to analyze two heighg
pixels (in horizontal, vertical or diagonal diremi). We can
calculate the brightness difference of two pixeid after that
to calculate the contrast histograms. For the thistbgram of
orientations of microcontours we need to analyzeryevour

algorithm [18]. We show the results (three histoggh in
Fig. 4 (contour orientation histogram is the thindtogram)
[18].

3. Random subspace classifier

The RSC is a multi-layer classifier. This classifiebased on
Random Threshold Classifier (RTC) [19]. This classifier
consists of an input layer, intermediate layers anfput layer

to demonstrate a system response (Fig.5).

Figure 5§ Structure of RSC classifier

The inputs are the parameters, for example the
histograms of brightness, contrast, and orientaticof
microcontours Xy, X, .., %,). Every featureX has connections
with two neurons with thresholdsy h, its subscript is which
group belongs neurong,(2, ..., i, while the superscript refers
to the featuresl y h thresholds are randomly generated and
have to satisfy the conditioh < h. These neurons have
excitatory and inhibitory connections with neuraon/olayer
(associative layea,, ..., @). The neurons are binary neurons.
The states of the neurons can be 0 or 1, statdtsifactive
and O for inactive status. If all neuroas are active theb
neuron is active. Everp neuron works as logical element
“AND”.

Each neuron oB layer is connected with all neurons of
C layer. Each connection has its own weight. Durthg
training process these connections change theghigi For
this training process we use the Hebb rule:

C()jc(t+1)= COjC(t)+aj
w;i(t+1)= w;(t)-8

)
@

wherew(t) is the weight of the connection in momént is
the wrong class; is the correct classy(t + 1) is the weight
of the same connection in the momentL].

In the training process if the classifier answecasrect
we make no action. If the answer is incorrect wauce the
weights connected with the wrong neuron and inerdhs
weights to the neuron corresponding to the corestswer
(Fig. 5).

When the dimension of input spat€Fig.5) increases it
is necessary to increase the gap between the thdesbf



neuronsh andl, so for largen many thresholds of neuroits
achieve the higher limit of variabl¥ and thresholds of

achieves lower limit of variableX;. In this case the
corresponding neuron always has output 1 and gh@s
information about the input data. This small numtiechosen
components of input vector we term random subspédhe

input space.

4. Results of beetle recognition

For the beetles recognition task we have writtengfogram
in C ++ Builder 6. We divided the program in four thes:

-Mask generation. We mean the generation of the RSC

structure with neurons that have thandh thresholds. The
initial structure of the RSC classifier and the sidec of

images for training set and recognition set.

-Coding. In this section, each image is scanned wiimall

window (h x w) in order to increase the sample number. For
each window the program calculates its characiesist

(histograms) and transfer to a binary vector.

-Training. This process begins from recognitionttod input
image for neural network training. During the tiatnprocess
the program realized the adjustment of weights.d&ermine
the number of training iterations (cycle number).

-Recognition. The system works with images chosen fo

recognition and calculates the number of errore $ystem
gave us the recognition rate.

The Tablel shows the results of the beetle redognit
For the first steps we change the following paransetthe
training cycle number and the scanning window size.

Table 1 Results for RSC neural classifier

Training cycle Window size Recognition rate
number (%)
20 10 82
20 20 68
20 30 61
60 10 82
60 20 67
60 30 65

We have chosen 15 images for training and other 10

images for recognition. The best result is 82% #&ndas
obtained for window size of (10 x 10) pixels. Inngarison
with RTC classifier when the best result was neas®719],

with RSC we improve the results up to 82%. The tirie o

training process depends on the computer wher@ribgram
was run and also depends on the RSC parameters.

5. Discussion

We propose to apply RSC neural classifier for potmetle
recognition in the images. As inputs to the systeenuse
three types of histograms: brightness histogrammtrast
histogram and microcontour orientation
Calculation of histograms gives the image featunas ¢an be
used for the training process and recognition.

The image database is not uniform, since each image

contains different number of beetles that can feposition
and orientation. Sometimes the background varies $o the

images are very close to real situations and cimmgit

The recognition rate of the RSC classifier depends on

the size of window with which the image is scannEdr

example, if we want to recognize the textures, ae choose
the window size to represent this texture at thst bay. If we
want to recognize objects on the image, we nequdee that
definite window size gives us the better results.

The RSC neural classifier is proposed for the beetle

recognition task. Using special parameters, as ovinsize, we
obtained good results.

6. Conclusions

The RSC neural classifier is a neural classifiet tan be
used for the beetle recognition after the trairpnocess.

Feature extraction was performed through the cafiars of
histograms of brightness, contrast and microcostdor the
25 images. This information was coded and the codse

histogram.

saved as binary vectors for every image.
We have obtained the best result of 82% for recmgniof
Colorado potato beetle.

We hope that this task is very important for whtile

world. So, it is important to collaborate in resoly of the
problem of pests detecting in potato and bean crops
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