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Abstract

The new algorithm for image threshold segmentatiyn
cumulative histograms of real and hypothetical iesadgs
considered. The algorithm operates with a diffeeefrom
cumulative histogram of real and hypothetical insageo find
the threshold the optimization problems are formadaand
solved. Testing and experimental results are pteden

1. Introduction

Indexing is an important tool in CBIR (content-basethdge
retrieval) systems. The formation speed and thejzaty of
image features are the major criteria for the iifieation of
the quality of these features used by specifietesys.
Determining the image features for indexing recpiifast
algorithms of image segmentation. Nowadays, thewe great
variety of publications on the methods of imagensegtation.
They can be generally divided into two classessé¢hihat are
based on finding the intensity threshold and trtbs¢ divide
the image into regions with certain features. Tingt fones
determine the intensity thresholds based on hiatogr
Among them, the algorithms of determining the miaim
intensity [1], convexity [2], moments [3], entropj4],
minimal errors [5,6] etc. can be distinguished. Tigical
example of the methods from the second class igtagh-
based image segmentation [7].
abovementioned and some other algorithms are fferatit
thresholds for similar images even within the aithons of
the same class. Most algorithms are fairly bullgpezially
those using graph models or those based on gtatisti

The drawbacks of the

intensity,N is the number of cumulative histogram interv8ls,
i are the interval numbers (intensity value).

2. Imageintensity segmentation

The task of image segmentation aims at differenalsggo
1) subtracting the light-gray background from faeesl other
images; 2) subtracting the black background froeithages;
3) dividing the image intensity into two or morertsato
process the image part by part; 4) selecting inmag®ns, etc.
To find the segmentation threshold the followingaaithm is
applied.

We use a concept of a hypothetical image, a seixads, in
which all the intensities are represented by timeesaumber of
pixels. The number of pixels for each intensity uealis
N x M / n, whereN, M are the size of the image for which
the threshold segmentation is being searchead,the number
of cumulative histogram intervals. For a hypotteadtitnage,
a normalized cumulative histogram is constructembating to
the following formula:

Vg (s)=@/n)xs, s=1n, (3)

Veo(S) is the number of pixels (accumulated frequencythef
hypothetical image within the intensity interval 4+

Let us construct a function of the difference betwehe
cumulative histograms of real and hypothetical iesag

D(s) = Ve (S) ~Ves (s), s=1n. Q)

In Fig.1b the charts of cumulative histograms amsented:

calculations. Modern CBIR-systems process millions of
images in real time and therefore need extremedy &ad
quite accurate image feature determination tools.
Segmentation algorithms are an important part egettools.

In this article, the algorithm from the first cladst meets the
requirements of automatic CBIR-systems has been mieske
namely the one that is simple to develop, has eafin
algorithmic complexity and clear physical groundée use a
cumulative image histogram instead a simple one.

For the simple histogram:

Vv :Zn:V(i) (1)

and for the cumulative histogram:

the line is the dependence of the hypothetical enéige curve
represents the dependence of the "photographerfeima
(Fig.1a). In Fig.2 the chart of tH3(S)function, the difference
between the cumulative histograms of the real and
hypothetical images, is shown.
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Figure 1: Test image and cumulative histograms.

Ve (9)= 3V () @

V is the overall number of image pixeM(i) is the intensity
frequenciesVe(S) s the accumulating frequency for the given
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Figure 2: The difference between cumulative histograms.

The D(s) function indicates the intervals in which the
frequencies of image pixels are larger or smallantthe
corresponding values of the hypothetical image wthey are
increasing or decreasing. The function is charesdrby the
special points: extrema, inflection points or fraet In
particular, in fig.1c we can see that Bés) function has four
extrema: two maxima and two minima. Based on the
segmentation tasks, the researcher is interestedthin
coordinates of the function extreme values fromcihihe
increasing or decreasing of th#(s) function, and thus the
increasing or decreasing of the speed of frequegroyth,
starts. We consider that the coordinates of theees indicate
possible thresholds for the image segmentation.

The maximum of thé(s) function is prior to the increase in
intensity. At the beginning of the intensity intaty the
maximum indicates that the left side of the inter@antains
little information. For this reason, the first lefiktremum is
ignored by the algorithm (rule 1). The minima o€ tB(s)
function are considered the threshold values of the
segmentation in the middle of the intensity intérsiace the
part on the right side of the interval that coulel dut off is
non-informative. The last right minimum is ignorég the
algorithm (rule 2).

To determine the segmentation threshold, we forrawdaone-
dimensional optimization problem which aims at firgd the

values Skopt (k=1,2....) of the local extrema with which the

module of theD(S) function within search intervals has
maximum values, and the conditions of the funcisitrema
are preserved:

D (Scop) =Max| DE)|, sOS,, S,US,..US,..=1n;
npu yMosi ADm(Skopt)/ASS 0, k=12...
(%)

S is the local extremum search intervll,is the interval
number,d is the error of the derivative value determination
The number and size of the intervals are presetreaiy.

The segmentation algorithm control settings areeslof the
intensity Iimi'[s:lg light-gray and blach, that form the search
intervals of the appropriate threshold values.

C, ={0+1,}.C, = {255+ 1} (6)

The complexity of the problem of determining thmits IgJ

andl, of the search intervals for the thresholds isshme as
that of the problem of determining threshold values

themselves. In our case, we Uge= |y = |, wherely, is the
mean value of the image intensity.

Since the D(S) function can contain many extrema,
determining the specific threshold value is fornedas an
optimization problem:

Sopt = Skoptr (L(Sop)) =min; k=12... (7)

L(S,) = min defines the extremum selection when the
criterion takes a minimum value. We use:
L(Swpt) =1y =S for the light-gray background

additional

segmentation and.(S, ) = 255= S, — for the black

background segmentation.
For the light-gray segmentatio)q<Opt DCg and for the black

one Xy UGy

Practically, in problem (7) for the gray backgroutide
extremum closest to thy value, and for the black one the
maximum closest to the black color that is 255, are
determined.

For the images with the inflection points on thenalative
histogram charts, the segmentation thresholds eterrdined

by the D(S) function for cutting off the intensity from the
opposite sides of the intensity axes.

3. Experimental results

Let us apply the given method to the images takem f[8]

(fig.3). The cumulative histograms of the real and

hypothetical images as well as the difference foncof the
cumulative histograms of the real and hypotheiitalges are
shown in fig.4.

Figure 3: Test images from [8].
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Figure 4: Cumulative histograms of the real and hypothetical
images and the difference function of the cumudativ
histograms the real and hypothetical images fofitha.

For the images in fig.4, the determined maxima divates of
the D(S) function in problem (7) that are closest to thi le
edge of the intensity interval are used as segrienta
thresholds of these images (table 1). The segméhts,
darkest parts of the images, are presented in fig.5

Figure 5: Segmented image parts.

To compare the results of the segmentation witheroth
algorithms, the data from [8] are used. The valakghe
segmentation thresholds of the given images arevisha
table 1, and in fig.6 the segments calculated bgnsef the
algorithms [4,9-11] are presented.

Figure 6: Segmented image parts by means of different
algorithms.

The presence in [8] of the histograms that match th
histograms of the images copied from the articlevalus to
compare the thresholds values and the corresponuiage
segments determined by means of different algogthm

Table 1: Segmentation thresholds by different mggho

Threshold values

(]
Images 5 c z S 2§
=3 g S o 2 85
gl | 2]|° ES
8 =
“Number” 124 | 82 85| 125 47 14
“Moon” 125 | 13 74 89 33 10
“Coins” 78 79 76 | 126/ 88 58
“Mammogram’| 185 | 32 | 112 99 53 24

The developed method is not sensitive to the siz¢he
segmented images; that is, the size of the “coinige
(22x216) has been reduced and magnified by 1,5 (ton@6 a
150 per cent respectively). For the three imagéferdnt in
size, the histogram and the difference functioneh&een
determined (fig.d, 7b). The different size of the same image
is proved in the dependence chart of the variaftieeopixels
coordinates for every intensity value from 0 to 285these
three images (fig.7c). In light tones the histogsadiffer a
little, but in the cumulative ones vibration smaath takes
place. Thus, this method yields the same threshioidshe
images that are different in size if their histagsahave the
same shape.
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Figure 7: Histograms, differences of the cumulative
histograms and variance of the “coins” image pixels
coordinates in three different sizes (66, 100, A&0cent).

In fig.8a the example photograph of a face [14hewn. The
difference function of the cumulative histogram ftiris
photograph and its segmentation are shown in fjg,8bBy

the D(S) function and limitationlq = 85 (mean intensity),

a maximum in point 126 has been found, which idduse a
segmentation threshold for the gray background. The

coordinate of the maximum for the black segmentagiquals
27.

b
0 18 36 54 72 80 108 126 144 162 180 198 216 234 252

I

Figure 8: Segmentation of gray and black in the photograph
of a face.

4, Conclusion

The method of determining the segmentation threlsh@r
the image based on the cumulative histogram of asal
hypothetical images has been suggested. The praoufess
determining the thresholds is conducted by the ckear
algorithm for the extrema of the one-dimensiondiedénce
functions of the cumulative histograms of real and
hypothetical images and the proximity of the thodghto
search interval edge. The algorithm is charactdriby
simplicity and the absence of the calculation of sratistical
characteristics, the linear algorithmic complexiigh respect
to size of the image and the intensity intervals|meant for
multiple use in determining image features in CBIRays.
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