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Abstract
Cosine-modulated near-perfect-reconstruction filter
banks with critical sampling can be designed by various
methods. Three approaches are compared with respect
to the achievable quality, as described by the following
quality parameters: maximal linear distortion, maximal
aliasing distortion, mean-square linear distortions,
mean-square aliasing distortions. Based on extensive
simulations, new formulae for the estimations of the
quality from filter bank parameters are derived. Problems
in special cases are discussed.

1. Introduction

1.1. Analysis-Synthesis Filter Banks

Systems with an analysis and a synthesis filter bank (see
fig.1) are used in many applications: A separation of fre-
quency components �� ��� of some signal ����, their
modification/manipulation in the “frequency domain”,
and a re-synthesis of the modified components ��� ���
are employed to create an output signal ����� which, in
some prescribed sense, approximates a desired version
���� of the input.
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Figure 1: Analysis-synthesis filter bank in a general ap-
plication.
Popular examples include frequency-domain coding,
where a close replica of ���� is wanted, i.e.

�����
�
� ����

�
� ���� (1)

with as few bits as possible allocated to different, adap-
tive quantization of the spectral values �����, or echo
and/or noise-reduction techniques where ����� should ap-
proximate a “cleaner” version ���� of the disturbed input
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���� � ���� � ����, with ���� denoting some additive
distortion signal. There are various approaches for the
prototype design (see, e.g., [1]-[4]). Some of them aim at
“perfect reconstruction” (PR), where, without any inter-
mediate modification, i.e., for ������ � �������, also

����� � � � ��� � ��� (2)

holds; A is a real constant factor, and �� is a constant
integer delay. As in many applications, however, the out-

put approximation �����
�
� ���� is far from being perfect

anyway (as in low-rate coding or in some 	
� enhance-
ment from, e.g., 	
�� � ��� to 	
��� � ����), a
“nearly-perfect” reconstruction (NPR) suffices, replacing
(2) by

����� � � � ��� � ��� (3)

and allowing for both some linear distortion and some
aliasing error in the output signal.
In the following, NPR cosine-modulated systems with
critical sampling and identical filters on both sides are ad-
dressed. Several design procedures are compared to each
other with respect to the achievable quality in terms of
linear and aliasing distortions, and, especially, the impact
of non-qantized prototype filter coefficients is analyzed.
The aim is a statement on the filter length �� and the
number of channels  needed for a prescribed system
quality. The estimation formulae presented in this paper
are the first part of our research work. A second part,
based on these results, will be dedicated to point out the
influence of coefficient quantization [8].

2. NPR Design Procedures for Critical
Sampling

2.1. Choice of Approaches

This section presents 	 different design methods of crit-
icall sampled cosine-modulated filter banks with NPR
property. We have chosen algorithms which guarantee a
stable design process for varying prototype filter lengths
while having different levels of complexity.



The first approach, proposed by Kliewer [1], is based
on [6], but uses an improved frequency-sampling design,
where the desired frequency response is constructed such
that it can be represented by a linear-phase FIR filter.
The algorithm begins with designing a Nyquist filter with
impulse response ���� and frequency response ��� ���.
Then the following constraint (4) is approximated in a
least-squares sense by modification of ������:
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An IDFT of the sampled modified frequency response
yields the impulse response ���� of the desired prototype
filter.
The next algorithm, proposed by Xu et al. [3], is an ex-
tension of the design of 2-channel non-modulated filter
banks as mentioned in [5] (frequency domain approach)
and [4] (time domain approach). The design problem is
reduced to the problem of minimizing the object function

� � �� � � ���� (5)

where
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�
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(6)
is the mean-square amplitude distortion (termed “energy
��”) of the designed filter bank, and
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����������� (7)

desribes the mean-square stop-band error (termed “en-
ergy ��”) of the prototype-filter frequency responce
������, where �� � � �� � � � !, and ! is a posi-
tive constant which defines the required transition width.
The prototype filter ������ is a linear-phase lowpass fil-
ter with a symmetrical impulse response, its frequency
response can be expressed as

������ � ����� ���
����	���
� (8)

where � is the coefficient vector, and
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for an even filter length N, and
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for N odd. Therefore, �� in (6) and �� in (7) can be
rewritten as
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The influence of both energies is controlled by the
weigthing factor � (� 	 
�� ��). The function � is not
minimized directly, but by an iterative procedure. At the
begining of the iterative procedure, ���� �� is first de-
signed using the Remez algorithm. A linearization is
obtained by the following splitting of the squared zero-
phase response:


���� ���� � ������� �� ������ ��� (12)

where � � �� �� �� 	� �� is an iteration index.
The third algorithm, proposed by Nguyen [2], is based
on the assumption that the k-th channel synthesis filters
$�%� and analysis filters ��%� can be derived by mod-
ulation of a linear-phase prototype filter & �%� according
to:
��%� � �"& �%'
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where � � � �  � �, � � ���� , " �
'

�
�
���	���
�
�� and ( � ����� . The prototype

of length N is designed such that & �%� is a spectral de-
composition of a 2M-th band filter ) �%� so that

) �%� � %	��& �%� �& �%� � & ��%� (14)

is fullfiled. Under this condition the overall transfer func-
tion * �%�, defined as

* �%� �
�
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is a simple delay. The design method finds the prototype
filter & �%� such that (14) is fullfiled and, additionally, de-
scribes a filter with high stop-band attenuation. There-
fore, the 2M-th band filter ) �%� is described by means of
the filter-coefficient vector � with elements
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(16)
using the symmetry of the impulse response leads to

) �%� � ���
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with a suitably chosen matrix �� [2]. For the impulse
response of a 2M-th band filter we have
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The comparison of the filter coefficients .��� according
to (18) with ����� �� according to (17) leads to 2M
conditions for the filter coefficients +��� of the prototype
filter. If the conditions are fulfilled, we receive & �%� as
a spectral factor of the 2M-th band filter $�%� according
to (14). Additionally, a minimization of the alias compo-
nents is achieved due to the condition of high stop-band
attenuation, according to
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Here, S is the number of stopbands, /��� are their rela-
tive weights, and ���� and ��� � �� are the bandedges
of these stopbands. The above optimization problem is
solved by the Schittkowski minimization algorithm [7].

2.2. Comparison of Algorithms

The approaches described in section 2.1 were imple-
mented in a Matlab environment and designed for filter
lengths 
 � �� � ���, for different numbers of chan-
nels � � � �� ��� 	��. As quality measures of the filter
bank the maximum linear distortion, maximum aliasing
distortion, energy �� defined by (6), and energy �� as
defined by (7) were considered.
The linear distortions are described by:
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The aliasing distortions are described by an aliasing func-
tion:

�1���
��� �
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where � � � �  � � For every designed prototype
filter, a maximal linear distortion was found considering
only the worst case:

01��� � ���#.������
���

���01������
����� (22)

In the same sense,the maximal alias distortion was found.
The quality parameters of designed prototype filters for 4
channels and even filter lengths are plotted in fig.2. The
worst results are obtained using the approach proposed by
Nguyen. It is very time consuming and has problems with
finding the ”true” optimum solution (local minima prob-
lem). Xu’s algorithm gives the best quality parameters.
It has the smallest values for both 01��� and energy
��. The iterative design process was stable for all pro-
totype filters and did not take as much time as Nguyen’s
algorithm. In Xu’s algorithm it is possible to define the
influence of the energy �� on the design process, by the
parameter � in (5) (for our simulation: � � �). The ap-
proach proposed by Kliewer has a larger value 01���

and energy �� than the iterative algorithm. From these
reasons, for further descriptions and for finding estima-
tion formulas of quality parameters of filters banks we
have chosen the method proposed by Xu.

2.3. Estimation of Achievable Qualities

As quality measures of the filter bank, all parameters de-
scribed in section 2.2 were applied. We have observed
that the magnitude of maximal linear distortions, energy
��, and maximal aliasing have large oscillations. If we
increase or decrease the prototype filter length in a ���
range, then the measured parameters (01���, �1���,
��) may vary by�����. The phenomenom is more vis-
ible for filter lengths shorter than �� � . The analysis
and comparison of impulse responses of such prototypes
did not provide a clear explanation for the reason. There-
fore, the set of points were separated into two subsets,
and for every subset an estimation formula was created.
The formula (23) estimates the largest linear distortions:
It estimates the most pessimistic case, which represents
the maximal linear distortions a designer can expect for a
given prototype filter length:

01��� � �"#����� �
����� (23)

where N is the prototype-filter length,
��, �� are coefficients 1 estimated from a polynomial of
third order � .
The smallest values of the maximal linear distortions are
estimated by a second formula:

01��� � �� �

� ��� �
 ���� (24)

where ��� ��� �� are coefficients � estimated from a
polynomial of third order �. The maximal �� is esti-
mated by the following formula:

����� � 2� �

�� � (25)

where 2�� 2� are coefficients � estimated from a polyno-
mial of third order �. The minimal ����� is estimated
by the following formula:

����� � 1� �

� �1� �
 �1�� (26)

where 1�� 1� are coefficients � estimated from a poly-
nomial of third order �.
Approximation of maximal alias distortions for the most
pessimistic case is presented below:

�1��� � 3� �

�� � (27)

where 3�� 3� are coefficients � estimated from a polyno-
mial of third order �.
The energy �� does not have any high oscillations; there-
fore; we established only one formula:

�� � 4� �

�� � (28)

where 4�� 4� are coefficients � estimated from a polyno-
mial of third order �.

1The values of all coefficients are available on the web at
http://www-lns.tf.uni-kiel.de/staff/staff.htm
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Figure 2: Comparison of 3 methods to design cosine-modulated filter banks. (a) Maximal linear distortions. (b) Maximal
alias distortions. (c) Energy��. (d) Energy��.

3. Conclusions

In this paper, 3 algorithms to design uniform cosine-
modulated filter banks have been compared. For the best
approach, proposed by Xu, estimation formulas of quality
parameters of filter banks have been developed. The esti-
mation formulas will be used for further work to estimate
quality parameters of prototype filters with quantized co-
efficients.
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