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Abstract
This work proposes a new technique for object recogni-
tion based on histogram comparison by means of Chi-
Square distance and polar coordinates, applied to the par-
ticular problem of artificial landmark recognition for mo-
bile robot navigation. This scheme makes our approach
less sensitive to some shape alterations, rotation and dis-
placement, and also simpler than other recognition met-
hods. The experiments prove that this technique achieves
an high number of right guesses when the landmark data-
base is large enough.

1. Introduction

Over the years several techniques have been used in
image recognition: Fourier Descriptors, Invariant Mo-
mentum, and so on.

A very useful tool for image analysis is the histogram.
Usually a histogram is created counting the number of
times a particular intensity value appears in the image
(this has been generalized several times to introduce co-
lour information [4]). We could apply tresholding to the
histogram to achieve a simple image segmentation ([5]).
Image quality can often be improved by manipulation of
the histogram ([6]). Even these histograms could reveal
image features in the image that were previously unob-
servable.

Another useful tool for image analysis and image
recognition are polar coordinates ([2]). They allow to
match figures with rotation and displacement variance,
even with some little changes in shape.

We have joined these two techniques in an structure
called polar histogram that, applied to our particular pro-
blem (artificial landmark localization and recognition for
mobile robot navigation), has given us a great number of
right guesses when the landmark database is large enough
to satisfy a mobile robot navigation based on artificial
landmarks with a very low computational cost. This pa-
per focus on the polar histogram technique, making a
brief introduction to the context of the problem where it
has been applied.

This brief introduction to the context where this te-
chnique has been applied is made in section 2. Section
3 explains how to build this structure called polar histo-

gram, and section 4 explains how to compare polar his-
tograms to achieve an object recognition using an object
database. Section 5 shows some experimental results, and
finally section 6 includes some conclusions and informa-
tion about future work.

2. Context of the problem

Although in this paper we are focusing more on the polar
histogram recognition process, we must also explain in
which situation we are applying this technique. We will
summarize in this section the complete context where the
polar histograms have been used with success.

Our objective was to localize the nearest landmark in-
side a digital image containing one or more landmarks,
obtained by a camera placed on a mobile robot, and to
extract the symbol inside it to recognize it, after a com-
parison with a set of symbols stored in a database. Some
examples of landmark are shown in Figure 1: a landmark
is square shaped, with a blue border and a black symbol
inside this border. As we can see, the symbols inside the
landmarks have been taken from real roadsigns

Figure 1: Landmark examples.

Our approach for landmark localization and recogni-
tion was based on [1], with some modifications. Figure 2
shows the complete process from the moment the image
is obtained from the camera on the robot to the moment
the symbol inside the landmark is recognized. This pro-
cess can be summarized with these steps:

• Colour segmentation: a colour quantization is ap-
plied to the image, reducing it to eight basic colours
([1]). A binary image is created containing the pi-
xels of the original image with the landmark’s bor-
der color (one of these eight basic colours).

• Landmark localization: from the binary image
corresponding to the landmark borders, we try to
localize the nearest one, by means of horizontal



Figure 2: The complete localization and recognition pro-
cess.

and vertical projections. We don’t use stereo vi-
sion (we have only one camera on top of the robot),
so we don’t have depth information. Therefore we
consider that the nearest landmark is the biggest
one, the landmark with the greatest number of pi-
xels. The localization is done following following
[1], but instead of using projections as the total sum
of blue pixels in each row and column, we use the
maximum sum of consecutive blue pixels, avoiding
some localization problems.

• Landmark’s symbol extraction: once the nearest
landmark has been detected, we apply the k-means
algorithm only to the part of the original image
where this nearest landmark is placed. As a con-
sequence, we create a binary image with the same
size than the images stored in the database, contai-
ning only the symbol.

• Recognition: a histogram is created from the polar
coordinates of the extracted symbol, it is compared
with the histograms created from symbols at the
database, and the recognized landmark is shown on
screen.

The recognition approach we present is done during
this last step of the process and will be explained in de-
tail in the next sections. But although we are focusing
on recognition, we must mention the k-means algorithm
for the landmark symbol segmentation. Once the image
region inside the nearest landmark is extracted to a new
image, we can observe that the symbol’s V value (from
HSV colour model) is quite different to the rest of the
region’s V values. So we can use a simple k-means al-

gorithm to split the points of the symbol image into two
clusters, if we select the maximum and the minimum V
vales as initial cluster centers. This way we can have a
good clustering even if light conditions change.

3. Building Polar Histograms

In order to recognize the symbol inside the nearest land-
mark, we must find some way to compare it with the sym-
bols stored in the database. We need a robust classifi-
cation method, so we can differentiate the symbols wit-
hout being affected by little changes in shape, orientation
and displacement (the scale variations have been solved
before, because the symbol extracted from the image is
scaled and stored in a image with the same size than the
database ones). Some works have proven that using po-
lar coordinates allows an efficient and low computational
cost two dimensional irregular shape comparison, inva-
riant to displacement and rotation (on the plane of the
image, no 3D rotations) [2].

After the previous localization steps we have the sym-
bol extracted from the nearest landmark in a binary image
with the same size than the images included in the land-
mark database. This image is represented by means of
cartesian coordinates, and it must be transformed into an
image with polar coordinates, using the gravitational cen-
ter of the symbol as the pole and a polar axis which origin
is that pole (an example is shown in Figure 3).

Figure 3: Example of symbol represented with carte-
sian coordinates (left) and with polar coordinates (right)
using the center of the symbol as pole.

If the image is stored in an array, we must translate
from a cartesian image where the x coordinate increases
in each column and the y coordinate increases in each
row to a polar image where the distance ρ increases with
each column and the angle θ with each row. Using the
equations (1) and (2) we can know which cartesian pair
(x,y) corresponds to each polar pair (ρ,θ). This translation
can be done in two ways: calculating the polar coordina-
tes for each cartesian pair in the original image, or cal-
culating the cartesian coordinates corresponding to each
polar pair in the destination image. The first method is
more inefficient, because we can calculate the value of
some of the positions in the destination image more than
once, and also some gaps can appear. So it seems bet-
ter to calculate for each position of the destination image
the corresponding cartesian coordinates and to assign the



pixel value at these coordinates in the original image.

x = ρ · cos(θ) (1)

y = ρ · sin(θ) (2)

Finally, from the polar image, we can obtain an his-
togram that represents the original symbol. In the po-
lar image, the distance ρ increases with each column; so,
all the pixels in the same column are at the same dis-
tance from the symbol’s gravitational center in the ori-
ginal image. If we add all the pixels with value 1 in
each column in the polar image, we generate an histo-
gram that indicate us for all the distances from the gravi-
tational center of the symbol, how many pixels have value
1 (an example is shown in Figure 4). This histogram is
rotation invariant (because we use polar coordinates and
the camera is always straight) and displacement invariant
(because we use the gravitational center of the figure as
polar center). We have also an scale invariant represen-
tation after having scaled the symbol to a fixed size in
previous steps. We call this structure polar histogram.

Figure 4: An example of polar histogram.

4. Comparing Polar Histograms

If we have followed the same process for all the sym-
bols stored in the database, and if we have obtained the
polar histogram for each of them, the landmark recogni-
tion is as simple as to check which of the histograms of
he database symbols is more similar to the histogram of
the landmark in the image caught by the robot camera.
In order to test this similarity several histogram com-
parison methods, like Kolmogorov-Smirnov([3]) test or
Chi-Square distance, could be used. After some experi-
mentation, Chi-Square distance was used (Kolmogorov-
Smirnov was not suitable to our problem).

The Chi-Square distance, applied to two histograms,
can give us a weighted average of the difference between
all the positions of them, so it could tell us which of the
histograms in the database is more similar to the image

symbol’s histogram. We can calculate this distance χ2

between two histograms i and j using (3) and (4).

χ2
ij =

n∑

k

(Hi(k) − Ĥ(k))2

Ĥ(k)
(3)

Ĥ(k) =
Hi(k) + Hj(k)

2
(4)

Although the Chi-Square distribution is not symme-
tric, the Chi-Square distance has this property, so it can
fit our purposes.

5. Experimental results

Finally we show some experimental results. The images
caught by the camera on the robot had a size of 320x240
pixels, and the images stored in the landmark database
had a size of 96x96 pixels (so, the nearest landmark’s
symbol extracted from the image would be scaled to a
size of 96x96 too).

The symbols stored in the database
where obtained from SEÑALECTICA
(http://iris.cnice.mecd.es/bancoimagenes/senales/), a
vectorial image repository of real roadsigns. A group
of test sets with several images caught by the camera
on the robot (from 89 to 380 images) were created to
estimate the localization and recognition error rates. The
first one had 10 landmarks stored in the database, the
second one 20 landmarks, the third one 30 landmarks,
and so on. The last one had 100 landmarks (Figure 5).
All the landmarks from the databases appeared in at least
3 images in the corresponding test set. In these images
appeared from 1 to 3 landmarks, at different distances.

Figure 5: Some of the landmarks used in the experiments.

The localization error rate in the previous steps was
between 1-3%. To calculate the error recognition rates we
ignore the images where the localization is not correct.
First we could see the effect of changing the size of the
polar images from where we calculate the polar histo-
grams. Figure 6 shows the recognition error rate when
we have 100 landmarks in the database for different polar
image resolutions.

With a low number of polar histogram elements there
is not enough information in order to achieve an adequate



Figure 6: Influence of the polar histogram number of ele-
ments on error rate.

recognition. From the moment we use 40 elements, the
error rate converges, so we will use histograms with 50
elements, because they gave us the lower error rate and
with an higher number of elements the computational
cost is also higher with no additional benefits.

Now we can calculate the error rate of our approach
for the test cases described before. Figure 8 shows the
recognition error rate for different number of landmark
symbols in the database. The error rate increases as long
as we increase the number of landmarks in the database
(with the highest growing error difference being between
the test set with 30 landmarks and the test set with 40
landmarks). There is an exception when there are 70
landmarks, probably caused by the use of symbols more
adapted to recognition.

Figure 7: Recognition error rate for different number of
landmarks in database.

As we can see, the mixture of polar histograms
for image characterization and Chi-Square distance for
image recognition results in a low recognition error rate.
This error rate is low enough to allow a correct robot na-
vigation guided by artificial landmarks.

6. Conclusions

A fast method to recognize symbols inside artificial land-
marks to help in mobile robot navigation with a low
error rate has been presented. This method is based on
the comparison of polar histograms, an structure crea-
ted from the polar coordinates of the symbols we want
to recognize, taking advantage of the combination of his-
tograms and polar techniques. An high number of right
guesses is achieved when the number of symbols in the
database is high enough.

Our approach could be improved including other
kinds of classification criteria, trying not to increase the
computational complexity of our algorithm. In our case it
was not necessary, but it could be interesting to introduce
colour information to the polar histogram structure. Our
final goal is to use this approach into a real robot platform
and study how it works.
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