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Abstract 
 

Face plays an essential role in interpersonal 
communication. .Most of the current works on facial 
expression recognition attempt to recognize a small set 
of prototypic expressions such as happy, surprise, 
anger, sad, disgust and fear. However the most of 
human emotions is communicated by changes in one or 
two of discrete features.  In this paper, we develop a 
facial Action Units (AU) Classification system, based 
on the facial features extracted from facial 
characteristic points in frontal image sequences. 
Selected facial feature points were automatically 
tracked using a cross-correlation based optical flow, 
and extracted feature vectors were used to classify 
Action Units, using RBF neural networks. Proposed 
classifier showed good results for classifying single 
and composite AUs.  
 

1. Introduction 
Face expression recognition is useful for designing 

new interactive devices offering the possibility of new 
ways for human to interact with computer systems. 
Automating facial expression analysis could bring 
facial expressions into man-machine interaction. 

In 1971 Ekman and Friesen [1] postulated six 
primary emotions that each posses a distinctive content 
together with a unique facial expression. These 
prototypic emotional displays are also referred to as 
basic emotions. They seem to be universal across 
human ethnicities and cultures and comprise happiness, 
sadness, fear, disgust, surprise, and anger. In recent 
years, there has been great amount of research on face 
recognition and facial expression recognition.  

Most computer-vision based approaches to facial 
expression analysis attempt to recognize only these 
prototypic emotions. These expressions involve 
simultaneous changes in facial features in multiple 
regions of  the  face. In everyday  life,  however, such  

 

 
 
 
prototypic expressions occur relatively infrequently. 
Instead, emotion is communicated by changes in one or 
two discrete features, such as lowering the lip corners 
only in sadness. 

Table 1 shows Facial Action Coding System (FACS) 
AUs used in this work that occur in the upper and 
lower face. 

 
Table 1: Some of FACS AUs used in this work 

AU NAME 
1 Inner brow raise 
2 Outer  brow raise 
4 Brow  corrugators 
5 Upper lid raise 
6 Cheek raise 

12 Lip corner pull 
15 Lip corner depress 
17 Chin raise 
23 Lip tighten 
24 Lip press 
25 Lips part 
26 Jaw drop 
27 Mouth stretch  

 
Hara and Kobayashi [2] apply a 650234 ×× back-

propagation neural network for classification of 
expressions into one of the six basic emotion 
categories. The units of the input layer correspond to 
the number of the brightness distribution data extracted 
from an input facial image, while each unit of the 
output layer correspond to one emotion category. The 
neural network has been trained by 90 images of six 
basic facial expressions shown by 15 subjects and it 
has been tested on a set of 90 facial expressions images 
shown by another 15 subjects. The average recognition 
rate was 85 percent. 

Beat Fasel [3] proposed a data-driven face analysis 
approach that was capable of extracting features 



relevant to a given face analysis task. His proposed 
system was more robust with respect to the face 
location changes and the scale variations when 
compared to  the classical methods such as MLPs. His 
approach was based on the Convolutional Neural 
Networks (CNN) that used the multi-scale feature 
extractors, which allow for improved facial expression 
recognition results with faces subject to in-plane pose 
variations. He used a total of 140 images from JAFFE 
database to train neural networks and 70 images for 
testing and obtained recognition rate of 91.4%.  
    Yacoob and Davis [4] used optical flow and tracked 
the motion of the surface regions of the facial features 
(brows, eyes, nose and mouth). 
    Zhang [5] investigated the use of two types of facial 
features: the geometric position of 34 fiducial points on 
a face and a set of multiscale, multiorientation Gabor 
wavelet coefficients at these points for facial 
expression recognition.     

In this paper we proposed a facial Action Units 
classification system, based on the facial features 
extracted from facial characteristic points in the frontal 
image sequences. Selected facial feature points were 
automatically tracked using a cross-correlation based 
optical flow, and extracted feature vectors were used to 
classify Action Units, using RBF neural networks. The 
proposed classifier uses fewer feature points compared 
to the related works and so the optical flow algorithm 
has low complexity. The classifier uses a smaller size 
neural network compared to the other types of   
classifiers. Experimental results showed good results 
for classifying single and composite AUs. 

 
2. Image Database 

In this work, we used Cohn-Kanade database [6] that 
consists of expression sequences of subjects, starting 
from a neutral expression and ending in the peak of the 
facial expression. There are 104 subjects in the 
database. Subjects sat directly in front pf the camera 
and performed a series of facial expressions that 
included single AU (e.g. AU25) and combinations of 
AUs (e.g. AU6+12+25). Since for subjects, not all of 
the single and composite Action Units sequences were 
available to us, we used a subset of subjects for which 
selected single and composite AUs were available. For 
each person there are on average 12 frames for each 
expression. Image sequences for frontal views were 
digitized into 490640× pixel array with 8 bits 
grayscale. Table 2 shows Cohn-Kanade database 
specifications and Fig. 1 shows one of the subjects 
showing some facial expressions. 

 
 
 
 
 
 

Table 2: Cohn-Kanade database 
Age 18 to 50 
Female 69% 
Male 31% 
Euro-American 81% 
Afro-American 13% 
Other groups 6% 
Resolution 490640×  Grayscale 

 

 
Figure 1:Facial expressions in Cohn-Kanade Database 
 

3. Facial Feature Point Tracking using 
Optical Flow 

In the first digitized frame, 21 key feature points 
were manually marked with a computer-mouse around 
facial landmarks (Fig. 2). Among 44 AUs, 39 AUs are 
directly associated with movement of eyes, eyebrows 
and mouth. That's why the information expressing 
movement of eyes, eyebrows and mouth is desirable 
for machine recognition of facial expressions. We are 
confined in these three components and then determine 
facial feature points which are representative of the 
boundary between these components and skin. 

 

 
Figure 2: Selected 21 facial feature points. 

  
 Each point is the center of a 1111×  flow window 

that includes horizontal and vertical flows. A cross-
correlation based optical flow method is used to 
automatically track feature points in the image 
sequence. Fig. 3 shows the implementation of this 
method in two subsequent frames: 



 
Figure 3: Cross-correlation optical flow calculation 

 
 Cross-correlation of  1111×  window in the first 

frame, and a 2121×  window at the next frame were 
calculated and the position with maximum cross-
correlation of two windows, were estimated as the 
position of feature point at the next frame. Each feature 
point is calculated by subtracting its normalized 
position in the first frame from its current normalized 
position (The position of all feature points was 
normalized by position of the tip of nose) [7, 8, 9]. 
 
4. Feature Extraction from Feature Points 

7 features were extracted from the feature point 
positions in the first frame and the last frame. These 
features form the feature vector for each expression, 
and were used to classify that expression to AUs, using 
neural network [7, 8, 9]. 

Extracted features are as fellows: 
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),( ii yx  Represents the coordinate of feature points 

which the origin of X-Y coordinate system is assigned 
at the tip of nose. 
  

5. RBF Neural Network Classifier 
RBFN is a class of single hidden layer feedforward 

networks where the activation functions for hidden 
units are defined as radially symmetric basis functions 
such as the Gaussian function. The fraction of the 

overlap between each hidden unit and its neighbors is 
decided by the width of Gaussian function (sigma) 
such that a smooth interpolation over the input space is 
allowed. The whole architecture is therefore fixed by 
determining the hidden layer and the weights between 
the middle and the output layers [10].  

The number of input layer units must be equal to 7, 
equal to the number of extracted features, and that of 
output layers is 3, in single AU recognition which 
corresponds to three kinds of the selected single AUs 
and   is 14, in composite AU recognition which 
corresponds to 14 kinds of AUs in the selected 
composite AUs. The network training is carried out by 
back propagation algorithm. 

 
6. AUs Recognition 

Fig. 4 shows our proposed AUs classifier. 
 

Figure 4: AUs Classifier 
 

The results of feature extraction from an image 
sequence of facial expression are now represented by a 

17×  feature vector. . We want to classify each 
sequence into one of the predetermined AU in the 
single AU images and combinations of AUs in the 
composite AU images. Training target vector for a 
single AU images is a 13×  vector which contains one 
for the existing AU and zeros for the others. For 
composite AU images, training target vector is a 113×  
vector which contains ones for the existing AUs and 
zeros for the others. Manual FACS codes are used to 
form this vector. We used introduced RBF neural 
networks as a decision making mechanisms.  
  

7. Experimental Results 
    Selected facial feature points were automatically 
tracked using a cross-correlation based optical flow, 
and the extracted feature vectors were used to classify 
AUs, using RBF neural networks. 

AUs that are important to the communication of the 
emotion and that occurred a minimum of 25 times in 
our data base were selected for analysis. This 
frequency criterion ensured sufficient data for training 
and testing. Therefore 35 subjects were selected for the 
single AU and 53 subjects for the composite AUs 
classification. We used the sequence of some subjects 
as test sequences (7 subjects for the single AU and 10 
subjects for the composite AUs classifier), and the 
sequence of the remaining subjects as training 
sequence. This test is repeated five times, each time 
leaving different subjects out.  



7.1 Single AUs 
Selected single AUs are shown in figure 5. 
 

 
Figure 5:  Selected single AUs. 

 
Single AUs recognition results from proposed RBF 
classifier are shown in Table 3. 
 

Table 3: Single AUs recognition results 
Recognition AU12 AU25 AU26 

AU 12 83% 17% 0% 
AU 25 0% 84% 16% 
AU 26 0% 11% 89% 

 
7.2 Composite AUs 
Selected composite AUs are shown in figure 6. 
 

 
Figure 6:  Selected composite AUs. 

 
Composite AUs recognition results from proposed 
RBF classifier are shown in Table 4. 
 

Table 4: Composite AUs recognition results 
AU Recognition Rate 
1 98% 
2 98% 
4 73% 
5 98% 
6 91% 

12 91% 
15 88% 
17 91% 
23 73% 
24 73% 
25 91% 
7 98% 

 
 
 
 

8. Conclusions 
In this research we presented a system for 

classifying of single and composite AUs, from 
continuous video inputs. In the RBFN classifier, 7 
features extracted from 21 feature points were used as 
training and test sequences. The trained Neural 
Network was tested by features that were not used in 
training and we have obtained a good recognition rate. 
Recognized AUs in this analysis procedure can be 
apply to a 2D or 3D synthetic face model to obtain the 
same expression, consisting single AU or combinations 
of AUs, for facial animation, video-conferencing or 
facial image coding applications.   
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