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Abstract 

The report deals with the approximating problem for 
empirical dependencies. Special classes of transformations 
based on superposition and LSM are proposed. The 
transformations have special recursive structure and 
represented by discrete dynamic system.   

1. Introduction 

Discrete Dynamic systems [1] are described by the 
relations (1)-(2):  
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U=(u(0),…,u(n)),  (4)  
f, Φ,G – scalar functions of vector arguments, as in 
classical: x(k)∈ Rm, N,0k = ,  u(k)∈ Rn, 1N,0k −= , as 

well in generalized variant: x(k)∈ kmR , N,0k = ,  

u(k)∈  knR , 1N,0k −=  and – beam dynamics also. In 

the last case the multiversion values for initial data are 
considered [2]. These systems are virtually the 
examples of the compound recurrent transformations 
with special parameters called a control. This  
peculiatrity of the systems especially rises above in the 
training of artificial neural network. The relation 
between dynamic systems and neural networks  is 
established by the representation of the next theorem. 

2. Neural nets and dynamics 

Theorem 1. Neural network with N layers may be 
represented by the descrete dynamic system of the next 
type: 
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neurons of the layer with the number k, lk – number of 

neurons of the correspondent layer, w(k), N,1k = – 
weights, x(k)∈ klR  – input, x(k+1)∈ 1klR + – output of 
the (k+1)-th layer, 1N,0k −= ;  x(0)– input, x(N) – 

output for neuronet on the whole. 
Cost function  J(w(1),…,w(N)) is determined by the 
relation:  
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where )i(y  desired output value )i(x (N)– real value of 

the net output for  )i(x  as input of the net, M,1i =  

Fig 1. 
Using of the neuronet for reconstructing the 

empirical dependance, represented by the  learning 
sample stimulates  of considerating the approximation 
problem in the classical or regression  variant in its 
representation by the functions from certain class.   

Example of the neuronet forces us to look at 
the function superposition as the main feature of 
correspondent functional transformation in the 
approximatig the dependance representing by the 
learning sample.  The perspectives of such approach to 
using superposition are encouraging if taking into 
account the classical results due to A. Kolmogorov [3] 
and V.Arnold [4] relating superposition pole in 
representing function of many variables. We’d like to 
recollect also the results due to A. Ivachnenko [5] 
relating so called MGUA.  

Thus it is really actually to consruct the 
approximation method vor empirical functions based on 
superpositions. It is advicable also to preserve all 
advatages of Least Square Method. 



3. Recursive schemes for the constructing  the 
functional transformations  of special type – RFT 

transform 

It is proposed to choice the model of input-output 
relation within the recursive using of the   standard 
element – so called Elementary Recursive Regressive 
Transformation (ERRT). The transformation on a 
whole we will denote as RFTN –  Recursive Functional 
Transformation with N ERRT. 

3.1. ERRT 

Definition. We will call by ERRT, which approximate 
the dependence prescribed by the learning sample 
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nonlinear transformation  Φ : 
nR  → 

mR : 
Y=Φ(x)=A+(Ψ(Cx)), (6) 
where: 
• C–(n×n)-matrix; 

• Ψ – component-wise nonlianear map from nR  in 
nR  with scalar transformations from the finite set 

ℑ , including identical one; 
•  A+– trace-minimal solution of the matrix equation  

ΨCAX  =Y, 

where ΨCX  is assembled from the columns Ψ(C )0(
ix ), 

Y – from the )0(
iy , M,1i = , which correspond to the 

elemennts of the learning sample. 
ERRT vertually is the empirical regression for linear 
regression y on Ψ(Cx), constructed by LSM. 

3.2. Primary types of the connections within RFT 

There are 3 types of the connections, represented by 
figures 2-4. We will distinguish them  by the means of 
parameter CON: “parinput”, “paroutput” and  “seq”. 
 

Fig 2. Output-parallel RFT- system with  
CON=parinput 

3.3. Mathematical model of RFT-system – 
representation by the dynamic system 

The RFTN mathematical model may be represented by 
the dynamic system in which phase vector  

)k(x , N,0k =  describes  RFT-subsystem with k 

ERRT-elemens, constructed by k-multiple recursive 
application ERRT-element: by superpositions in its. 
Vector )k(x , N,0k =  consists of two parts, designated 

by x(k) and Σx (k),  N,0k = : 

 
 

Fig 3. Output-parallel RFT-system with 
CON=paroutput 

Fig 4. Output sequntial  RFT-system:  CON=seq 
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First part  x(k) – is the RFTk–1-input for the system, 

substituted in ERRT, second – Σx (k) – output for the 

RFTk on whole, N,0k = .    

The recurrent relations between elements of the 
phase trajectory depens on the type of the connection: 
on the means of the parameter CON: 
• Parallel with CON=parinput 

• Parallel with CON=paroutput 
• Sequential: CON=seq 
 
Initial conditions are defined by the relations: 

0)0(x,x)0(x ==
Σ

. 



Thus the next statement is valid. 
Theorem 2. RFTN-system is equivalent by input-output 
relation to dynamics 
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Notice. Evidently,  
kk C,A+
, 1N,0k −=  in (6)-(7) are 

the controll. 
Theorem 3. Optimal choice problem for 

kk C,A+
, 1N,0k −=  according to Least Square 

deviations  on the leaning or test sample 
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RFTN-system with fixed structure is equivalent to 
optimal control problem for correspondent (6)-(7) beam 

dynamics with initial data )0(
M

)0(
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The controls U(k), 1N,0k −=  in the systems are the 

matrix pares: U(k)= )C,A( kk+ . 1N,0k −= , and the 

cost function is the sum of the square deviations RFTN-
outputs from the output elements of the learning 
sample. 
Theorem 4. The derivatives of the cost  function for the 
RFT approximation by the 

kk C,A+ , 1N,0k −= may 

be calculated as the correspondent derivatives from 
Hamilton function for dynamics (6)-(7) with 
correspondent cost function. 
The solution of the problem of choosing Ψk, N,1k =  

one can find in [6]. 
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