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ABSTRACT

The task of audio classification is streamlined if the audio
stream can be decomposed in real time into homogeneous
segments larger than the individual frame. If segment
morphology reflects the underlying audio type, classifier design
and training becomes more transparent and can directly exploit
real-world knowledge. The experiments presented here explore
real-time zero-crossing-based audio stream segmentation and
classification. We segment an un-edited audio stream from a
German-language radio program into three classes: speech,
speaker breathing and music, Features related to modulation of
the amplitude envelop are exploited to segment the audio stream
into homogeneous sub-syllable segments. The segments prove
useful for classifying the audio-stream, especially the speech
portions. We use features extracted from a zero-crossing-based
pseudo-spectrum to train a Gaussian classifier that classifies
audio content into the three categories. Qur results demonstrate
that our zero-crossing-based segmentation and classification
method is a viable one, yielding satisfactory performance in real
time.

1 INTRODUCTION

Progress of audio processing technologies has led to an
expanding role for audio as an information source and a
communication medium. The increasing importance of audio
data has inspired the vision that that audio should be just as
casily segmentable, indexable, searchable and even as
translatable as text. Motivated by this vision is the move away
from frequency-domain and other calculation intensive
approaches, wherever there are not justified by the task or the
medium.

This paper is an exploratory investigation in the direction of
real-time segmentation and classification of audio data. This
work was driven by two central insights. First, audio processing
does not have to take place on the frame level, but rather that
benefit is to be derived by matching the method to the medium.
In our experiments we use modulations in the amplitude
envelop to first decompose the audio stream into segments
motivated by signal morphology, which in the case of speech
turn out to be sub-syllables. Second, audio processing does not
have to take place in the frequency domain. We introduce a
pseudo-spectrum derived from the distribution of zero-crossings
and show that features can be extracted from it that yield
reliable classification into audio categories. We segment an un-
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edited audio stream from a German-language radio program into
three classes: speech, speaker breathing and music.

Our experiments draw motivation from the literature on
segmentation and classification based on larger-than-frame
segments. A two pass classification was introduced in [1]. In the
first pass, speech/non-speech boundaries were detected using a
reduced phoneme inventory and gender-independent acoustic
models. The second pass identified speaker changes, using only
the boundaries detected in the first pass as potential candidates.
Although this approach increased segmentation accuracy, it also
increased segmentation time.

Several approaches have decomposed speech into syllable

and syllable-like units. An automatic segmentation of speech
into syllable units based on the convex hull of the loudness
function in described in [2]. Relative loudness maximums are
interpreted as potential syllabic peaks and relative loudness
minimums as potential syllabic boundaries. A logal loudness
minimum separated from another local minimum by less than
100 ms may be insignificant, but a minimum of the same
magnitude which had no other minimums within 500 ms would
indicate a syllable boundary.

Automatic detection of syllable boundaries based on full-
band energy contour and voicing detection using modified
autocorrelation is described in [3]. The syllable boundary is
determined to be the point of minimum energy contour within
each portion of consecutive possibly unvoiced frames.

[4] describes a new representational format for speech, the
modulation spectrogram, that represents amplitude modulation
frequencies in the speech signal between 0 and 8 Hz, with the
peak at 4 Hz corresponding to modulation spectrum of speech.
The modulation spectrogram robustly extracts information
related with the syllabic segmentation of speech.

The literature on zero-crossing rate is a growing corpus, and
also served as an inspiration for our approach. Possibilities for
spectral analysis based on zero-crossing are described in [5]. In
[6] a spectral analyzer based on zero-crossing is demonstrated.
Using zero-crossing interval measurement for formant
frequency estimation in noise is presented in [7]. Experiments
on speech recognition in a noisy, real-world environment in
which the frequency information of the signal is obtained from
zero-crossing intervals are described [8]. In [9] experiments
which use gravity centers of energy as additional feature to the
classical set of MFCC in automatic speech recognition system
are described. These experiments demonstrate improved
recognition performance when gravity centers are computed
from zero-crossing intervals detected at the output of the filters
of an ear model.
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Using just zero-crossings for speech/music discrimination
has been investigated previously in [10]. Other research on
speech/music  discrimination and classification has used
temporal information from speech waveform and as well as
spectral information. Spectral information has include such
features as 4 Hz modulation energy, rolloff of the spectrum,
spectral flux and spectral centroid. In this paper we would like
to demonstrate that features like these can be extracted from a
zero-crossing-based pseudo-spectrum and used to classify and
audio stream with satisfactory accuracy.

In the next section of this paper, section 2, we describe our
zero-crossing-based downsampling of the time-signal and
present motivation for the approach. We introduce our method
for extracting sub-syllable segments by looking at modulations
in the amplitude envelop. We detail the calculation of the zero-
crossing-based pseudo-spectrum and the features we derive
from it. In section 4 we describe our classification experiments.
Section 5 presents conclusions and outlook.

2 PSEUDO-SPECTRAL ANALYSIS

2.1  Zero-crossing-based Smoothing

Assuming that signal is normalized, i.e. the mean has been
removed, we define zero crossings, th, n = 1,2,3..., as the times
at which the signal changes sign or is equal to zero. The
successive zerc-crossing intervals are defined as zy = ty — to,.
As discussed in [7] the successive zero-crossing intervals of
sinusoidal signal exhibit high consistency and are inversely
related to frequency. The signal resulting from the sum of more
than one sinusoidal component, however, may not satisfy this
principle. Usually the speech signal between two zero-crossings
has more than one sinusoid. To be sure that the representation
of speech signal as one sinusoid between two zero-crossings is
valid for the purpose of discrimination we have implemented
the method described in [12]. The audio signal is represented as
a sequence of successive zero-crossing intervals and the
maximal signal amplitudes for those intervals where amplitude
is positive and minimal amplitude for the intervals where
amplitude is negative. The signal is represented as a sequence
(z0.An), N=1,2,3,....
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Figure I. Comparison of original signal and recovered signals

An audio signal restored from this sequence retains
sufficient quality to be understood by a human listener, and
therefore holds good potential for discriminating speech, music,
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song, and other non-speech signals. Inconsistencies in the
relationship between frequency and zero-crossing rate in the
speech signal, remain well contained. From Figure 1 an
impression can be gained of exactly how close the original
speech signal is to the speech signal restored after zero-
crossing-based downsampling.

According to Kedem [5] the zero-crossing rate of repeatedly
differentiated series converges to its least upper bound. The
restored signal has the same zero-crossing rate as its derivative.
Since we are assured of an least upper bound, we are justified in
considering that in each successive interval we have only one
sinusoid and in using the inverse of the length of the interval as
a frequency of the signal in this interval,

22 Extracting larger-than-frame segments

The changes that are relevant for segmenting and classifying a
radio program, are not those that occur on a frame to frame, but
rather those which occur between some higher-level content
based units. Audio content processing can be streamlined if a
higher-level segment can be found, which is identifiable in the
signal, but whose morphology reflects underlying audio content.

Segments which are morphologically justified are also to be
homogeneous. We want to exploit facts about the audio stream
such as that a strain of music is never going Lo separale (wo
halves of a syllable of speech. We are interesied in
morphological properties of the signal that correspond to
detectable sections of the audio input. For breathing this might
be individual breaths, and for music, the notes. Here we
concentrate on extracting a basic unit for spoken audio, namely
the syllable. We find that sub-syllables, units that afg useful
since they never straddle syllable boundaries andtan be
identified reliably using the minima in the amplitude envelop of
the signal.

The signal is divided into frames, each 20 ms seconds long
with an overlap of 10 ms. For each frame we extract the
maximal non-negative amplitude from the set of amplitudes A,
n=1,2,3,.... corresponding to interval between successive zero-
crossing, zs, An N=1,2,3,.... On a new signal composed from
these maximom amplitudes we find the points which are local
minima. These are the boundaries of our larger-than-frame
units.

23  Deriving the Pseudo-spectrum

The zero-crossing-based pseudo-spectrum is calculated from the
restored signal described in sub-section 2.1 using the following
procedure. From each 20 ms frame (overlap 10 ms) we extract
the lengths of the intervals between successive zero-crossings.
Then extracted periods are converted into pseudo-frequencies,
by f = 1/z, where z is the length of the interval between
successive zero-crossings. For each interval between successive
zero-crossings we extract the amplitude that is maximal for the
interval with positive sign of the signal, and is minimal for the
interval with negative sign of signal. Then using 24 frequency
bands according to the Bark scale, we group frequencies that
correspond to one band together and then normalize all groups
using sum of all frequencies. As the result for each 20 ms frame
we have smoothed a pseudo-spectrum which can be deployed
for a range of discrimination tasks.

The resulting pseudo-spectrum is well smoothed, but retains
the discriminative features of the original speech signal. Figure
3 illustrates the pseudo-spectrum corresponding to the 16 kHz
waveform depicted in Figure 2. These ﬁgur&vnou‘vaie__me use



of the pseudo-spectrum distinguish voiced and unvoiced parts
of the signal and identify the syllabic modulation of the speech
signal. Figure 4 is the pseudo-spectrogram of a waveform in
which the speaker breathes berween words or phrases. The
duration of the breath is 100 ms. Once again, visual inspection
confirms that the pseudo-spectrum contains enough information
about the signal to allow a discrimination to be made.

Using the amplitudes which correspond to each zero-
crossing interval we calculate a value related to energy.

4 abs(z, *A )
ot sl

S approximates the square of the amplitude of the envelop
corresponding to interval Z,. We group together all S values
corresponding to the same Bark band and normalize these
values by dividing by total sum for all intervals. In this way we
produce a pseudo-spectrum representing the distribution of
energy with respect to frequency bands.

We use this pseudo-energy spectrum to calculate an
additional feature, the rolloff point. We define our rolloff point
to be the frequency below which 85% of the energy in the
spectrum is concentrated.

Additionally we use the centers of gravity of the Bark-
spectrum frequency bands, proposed in [9].

(1

CG= =— 2)

From the pscudo-spectrum we also calculate the frequency
corresponding to the maximum zero-crossing interval in each
frame. The final feature that we derive from the pseudo-
spectrum is the Euclidean distance between the pseudo-spectral
vectors of neighboring frames.

3 EXPERIMENTS

We cxperimented on data from our Kalenderblatt database,
which contains radio programs recorded from the Deutsche
Welle Kalenderblatr series and the accompanying transcripts.
The programs are five minutes in length and each contain about
650 running words. They are liberally interspersed with music
and other sound effects. Although each program is narrated by a
single speaker, many other voices are present in the form of
interviews and original sound footage. The radio programs were
downloaded from the Internet (http://www.kalenderblatt.de) and
resampled to 16 kHz. The corresponding text transcripts were
also downloaded and normalized. The database is described in
detail in [14]. Also in [14] is a description of the semi-
automatic alignment visualization tool with which we create
reference segmentations and segment labels for our
experiments.

For the exploratory experiments presented here, we
indiscriminately chose one 5-minute program for training and
one for testing. We segmented and labeled these with the semi-
automatic method down to the syllable level, also marking
breathing and music. In this way we generated high-quality
reference labels for training and testing. The duration of training
data for the experiments presented here is 5 minutes; the
duration of test data is also 5 minutes.

Figure 2. Waveform of speech signal. (20 ms [rame with
10 ms step represented on x-axis)

Figure 3: Pseudo spectrum for the waveform depicted in
Figure 2. (Bark-scale pseudo-frequencies vs. frames)

Figure 4: Pseudo spectrum for the waveform containing
speaker breathing (Bark-scale pseudo-lrequencies vs. [rames)
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We perform three evaluatory experiments with this data.
First we evaluate the larger-than-frame segmentation procedure
described in section 2.2 with which we decompose the audio
stream into sub-syllable units. Then we train the classifier and
classify the audio stream using frames as units. Finally we apply
the same classifier to the audio segmented into the sub-syllable
units.

We evaluate our larger-than-frame segmentation using the
segmentation scoring tools described in [13]. These tools are
based on dynamic programming alignment and were developed
for and have been successfully applied to video segmentation
evaluation. We compare our segmentation with the reference
syllable segmentation of the same signal. We set the tolerance of
the tool to 20 ms, which means that if the boundary
hypothesized by our segmentation method falls within 20 ms of
the reference boundary, the boundary is considered correct. 20
ms represents a conservatively narrow margin of tolerance,
since an average syllable is 250 ms in length. Our segmentation
scores 87.5% insertions and 12.5% deletions with respect to the
reference segments. This means that our segments in most cases
are proper sub-units of syllables and cross syllable boundaries
in only 12.5% of the cases. Given that correct syllabification in
German is partially a matter of convention, we feel that these
results indicate that our larger-than-frame segments are indeed
capturing a sub-unit that provides a useful link between signal
structure and audio content.

For classification we use a maximum likelihood multivariate
Gaussian classifier. The input vectors for the classifier consist of
the features extracted from the pseudo-spectrum (described in
section 2.3) plus their variances. These features are: average
energy, gravity centers of pseudo-frequency bands, rolloff point
of energy distribution, frequency corresponding to the longest
interval between successive zero-crossings present in frame,
Euclidean distance between pseudo-spectral vectors of
neighboring frames. The classifier was trained on one 5 minute
program and tested on the other.
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classified classified classified

as music as breath. as speech
music data 84.2% 3.7% 11.1%
breathing data 8.2% 89.2% 2.6%
speech data 25.6% 12.2% 62.2%

Table I: Classification on frames (20 ms, with 10 ms step)

Table 1 reports the results of classification using frames as
the units. Music and breathing are classified better than speech
using frame as the basic classification unit.

classified classified

as music as speech
music data 68% 32%
speech data 6% 924%

Table 2: Classification on sub-syllables (larger-than-frame)

Table 2 reports the results of classification using the sub-
syllable units. To score this classification, we look at which
frames are contained in the sub-syllable and see which class
label is associated with the majority of them in the reference
segmentation. Speech is classified better than music using the
sub-syllable units. We feel that this result reflects the utility of
choosing a larger-than-frame unit that is related to the
morphology of the andio content.

4 CONCLUSIONS

The zero-crossing pseudo-specirum proposed here has proven
itself to be a valuable source of features for real-time audio
classification and has been shown to allow effective
discrimination between speech, speaker breathing and music.
Further results suggest that larger-than-frame units enhance
classifier performance, but that they must be well-matched with
the audio content.

Future work will focus on identifying additional features
that can be derived from the pseudo-spectrum that might aid
classification of audio, particularly into classes above and
beyond the three we experiment with here. Finally, we hope that
further work will allow us to develop a larger-than-frame
segment that will be as useful for music and breath classification
as the sub-syllable units are for speech classification.
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AHoTanisa.

fsume eMicii 3BYKOBHX KONHMBaHb nepupepiiiHum
CIYXOBHM OpPraHOM JIOJIMHH 3Q/TMIIAETECA 3arafKOBHM Y
Helipodisionoriunomy cenci [1]. Mocmimkenns Kemma
(2, 3] ctumynbosanoi Ta cniomTamHOl OTOaKYCTHIHOI
emicii 3amoyaTkyBanM BUBYEHHS MEXaHi3My LBOro
ABHIIA.

Jlns Kpauwioro posyMiHHS TIOXO/KEHHS CHrHATIB,
TCHEPOBAHMX CIYXOBHMHM LEHTPAMH MO3KY JIIOJMHH B
TNpoLeci MHCTEHHA, Ta iX NEPETBOPEHHA | TpaHCIHALLII,
4BT0p TMpOMOHYE HOBMH MiAXiA y JoCTimKeHHI
MEXaHI3MY CIYXy MIOJAMHM HA TIOPO3i YyTHOCTI [4] Ta
0a4eHHA CIYXOBOrO OpraHy He TUIBKH SK TNACHBHOTO
UpHiiMaYa 30BHINIHIX CIYXOBHX KONMBaHb, ane i
dKTHBHOTO OpraHy emicii 3BykoBux o6pa3iB, mo
BIINOBIAI0TH AYMKAM JIFO IHHH.

lpononyersca imes iHoBawiiiHOro MPOEKTY CTBO-
PERHA ONTOENEKTPOHHOIO OTOEHNOCKONA — NPHIaNy, 33
fIONOMOTOI0 AKOTO CTaHe MOMNJIMBOIO Cenekiis iHdop-
Mauii 3 mymy konueaHe GapaGammoi MEPETHHKH Ta
iteHTRiKalin 11 3 MOBHMMHM My3HYHMMH Ta iHmHMH
3BYKOBUMH o0pa3aMM, 1IN0 BifmOBigaloTs mneBHil
PO3yMOBIii TisIbHOCTI.

Beryn.
Heiipogisionoriuna sepcis posnizHaBaabmoi
$YHKUIT CTyXOBHX CTPYKTYp MO3KY JIIOXHHH

B anatomii Mo3ky TBapuH po3pisHsIOTH AeKinbka
CIYXOBHX  HEpBOBMX  LUMAXiB, 10  MiclsAMH
TNEPETHHAIOTLCA Mixk coboro [5].

Bucxinui umsxu — me nocnizosua CYKYTIHICTB
aCOLIOBAHNX HEPBOBHX CNYXOBHX YTBOPeHb 3
TOHOTOMIYHOK oOpraHi3auielo Bim oprana Kopti a0
BHCOYHMX JiMAHOK KOpH.

i mmsxu wmaoTs 9ucnenni  3B’A3kM 3
PETHKYJIADHOK  (opMALiEld MO3KY — CYKyNHicTIO
CTPYKTYP B USHTpalbHHX HOro Bifzinax, fiki perymoiTh
piBeHb 30YMKEHHA BIANOBIIHHX MiNSAHOK HEHTPATbHOI
HEPBOBOI CHCTEMH 3 KOPOIO BEIMKMX MiBKYJIb BKIIOYHO.

3BopoTHi muAXM  (HAa  Kamk  MANOBHMBYEHI)
NOYHHAIOTBCA 3 BIAMOBIAHMX MiNAHOK KOpW i uepes
HIKYI BiANITH CNyXOBOI CHCTEMM 3’€IHYIOTHCH 3
opradoM Kopri [6].

AHanizylouum cnyxoBy cucteMy Mo3ky (CCM)
JOIAHH MOXKHA MNMPUITYCTHTH HAsBHICTE CENEKTHBHOTO
3BOPOTHOTO 3B’A3Ky Mix opraHoM Kopti i Bignosinaumu
BILTIIAMH MO3KY.

ABTOp NPHITYCKAETBCA TYMKH, 10 Ha MOpo3i YyTHO-
CTi NpH pO3Mi3HABaHHI 30BHIilIHIX 3BYKOBHX 00pasis
CCM eukoHye Qynkiilo GaraTokaHatbHOro HaJIpereHe-
paropa CTPYKTYPHHX (parMeHTiB iMmyJibciB, 1io Biamo-
BiJAIOTh BHYTPIlIHIM YCBiZOMIEHHM CITyX0BHM obpazam
(puc.1).

Lli pparmenTn iMmynscis micns cenexuii Ta azpeca-
uif 8 CCM nonanaiots B opram Kopri, ne TNIEpPETBO-
PIOIOTECS Y BIANOBINHMIE CIIEKTP MEXaHITHHX KOJMBaHB,
AKi Yepe3 BHYTpilHiit i cepennii Bigginm ByXa nepena-
I0TbCA HA TOBepxHIO Gapabamnoi neperunxm (ITBIT) y
BUIIIANI (parMeHTis BHYTpIUIHIX, ane Bxke 3BYKOBHX
o6pa3is.

3a BigcyTHOCTi 30BHiWHIX 3ByKOBMX 0Gpasi ITBII
M1 Ji€l0 BYIIHOrO MyMy NOCTIHHO 3HAXOXMTHCS y
KONHBANLHOMY cCTaHi. CnekTpaibHi XapaKTepUCTHKH
IbOro mwymy Konrpomorotsesst CCM [7].

CCM, maHinymoloun HOBXHHOIO (parMerTis ciy-
XOBHX IMITYJIbCIB, iX iHTEHCHBHICTIO, (opMoIO, Micuem
Ta HacoM renepanii 4epes ¢yukuilo oprana ‘- Kopri
niznawrosyiots pyx ITBIT cuHXpoHHO ii KonuBaHHIo,
30y/oKeHOMY Ji€0 (parMeHTa 30BHIMIHLOrO 3BYKOBOI'O
00pasy Ha NOpo3i WyTHOCTi, 4MM 36UIBIIYIOTH Horo
aMILTITY 1y, TOJIErLIyIOYH PO3Ni3HABAHHS.

Ipu acunxponwiii Mogynsuii pyxy ITBIT thparmen-
TaMH 30BHIUIHBOTO i BHYTPIWIHBOTO 3BYKOBHX obpazis,
iH(opManis Mo HeBIAMOBIAHICTH AMHAMIKA KONMBAHE
IBI1 aunamiui dparmenta BHYTpilIHBOTO 3BYKOBOTO, a
3HA4HUTB i CIlyXOBOTO 06pasy, NepeTBOPIOETHEA i nepena-
etbcd 10 CCM oprasom Kopri, uuM BHKIMKaEThCH
HeraifHa KOpEKIis CIyX0BOro ()parMeHTa, mio CripHse
PO3Ii3HABAHHIO Ta YCBIZOMIIEHHIO 00pa3a.

Hacamkineus, MOXNMBO NpUmycTHTH, WO B CTami
po3iyMiB y “noeHili THmi” (N3oBH.mymy < 0 aB) na
IIBI1 3 6oxy CCM HaaxonsTs Jiuile 3BYKOBi KOJTHBAHHS,
00YMOBJIEHI IyMKOIO Ta iHINOK XHTTENIAILHOW Ta Na-
TONIOTI4HOIO EMICI€IO (T.4. MH “ClTyXaeMo” CBOT TyMKH).

Buulenaseneni nNpuNymieHHs A€WO MONErIYIOTH
PO3yMiHHS QEHOMEHAIBHO BHCOKOT JIOKAILHOT 4y TIHBO-
CTi ByXa B Jiana3oni yactot 1 — 5 kI'w, 60 uyTauBicTH 10
CHHXPDOHHOTO 30ypeHHS NMHAaMiYHHX CHCTEM CYTTEBO
BHINA, HDK CTATUYHMUX.

IIpunnun po6oTyn AeTeKTOpa BJACHAX
KOIMBaHbL 0apa0daHHOI mepeTHHKH Ta
BHMOTH 10 ii0r0 KOHCTpYKIil

. o
[Monymkn nocraBumo ceGe nepen HeoOXimHicTIO

BH3HAYUTH Y TEMHOMY MiCLi NOTHKOM IMHAMIKy pYyXoO-
MOro npeaMera i Horo BiGpauiio.

75



[lpu BUNanKOBOMY KOPOTKOYACHOMY NOTHKY pe3y-
JIbTaT HaneBHe Oyne HeBH3HAaYeHWM. 3aa4a CNpPOILyETh-
C4, AKIIO PYKOKO CYNpPOBO/KYBATH MpeIMET, He Mopy-
LIYIOYH TPAEKTOPIi | pexxumMy #oro pyxy.

TonibHy MexaHiuHy aHaNOril0 MOMJIMBO PO3MOB-
CIOJINTH HAa MPHHLUMI PO3Mi3HABAHHA CTPYKTYPH 3BYKO-
BHX KO/JMBaHb MeMOpaHH 3a JOMOMOrOK PYXOMOIo Ha
BiANOBiNHIH BincTani i I16I1 getextopa.

HeobxinnicTh  rpaHnuHo  BHCOKOI  YyTIHBOCTI
netekTopa no ammuityau Bi6paunii IIBIT (atomuoro
maciurady) i BogHOYac NOCTAaTHOCTI HOro AMHAMIYHOTO
HianasoHy N8 KOMIMEHCAlli 3HAYHMX aMIUNITY[ HeiH-
(opmaTuBHUX 3BYKOBHX 30y/IKeHb Bijl NpoLeciB AnXaH-
Hi, CepUeBO-CYAMHHOI MisybHOCTI, cTomMaTodoHOBOT Ta
OUTYHKOBO] aKTHBHOCTi, a TAaKOX IHIUMX CIOHTAHHHX
3BykoBuX peakuiii TIBI1 o6ymosnena cminyounMu
FOJIOBHUMH 3aCa/laMH 10 TIPOEKTY JETEKTOpa:

NEepeTBOPIOBaHHA (i3HYHHX MapameTpiB y HaT4HKy
NOBHHHO OYTH MEXaHO-ONTHYHMM 3a[/I1 YHHKHEHHA
3HaYHOrO GiOENIEKTPOHHOTO NIYMY B 30Hi pO3TallyBaHHSA
NepeTBOPIOIOYOro ENEMEHTa JETEKTOpA;

TOPeLL MIKPOCBITIOBOIa HEOOXIIHO NOKPUTH HarmiB-
NpO30PHM A3EPKANLHMM IIAPOM MeTaly, MiKpooG'eM Ti-
na G6apabanHoi nepeTnHK Ge3nocepeHLO B 30HI TOPLA
Ta NPOMDKOK MK HHMM mnpu Bibpauii TTBIT noBuuHi
CTBOPIOBATH MOAYJIOKOYE NPOMiHb CBIT/Ia CEPEIOBHILE,
10670 Mikp0oo6’'em Tina ITBIT B ii ueHTpi nosunen GyTu
eNeMEHTOM KOHCTPYKIIi MepeTBOpioBaya B CEHCi ONTH-
MaTBHOCTI HOTO BHKOPHCTAHHS K MOIY.IOIOYO0TO BiGH-
Te CBITJIO CepeloBHIIA.

QisvyHMl NPOLEC B ONTHYHOMY MiKPOKOHTaKTi
TPYHTYETBCA Ha NPUPOAHIii MOXynALii eHeprii iHayKoBa-
HOTO BHMNpOMiHIOBaHHA KonuBauHsum IIBIT y kpasi-
Pe30HaTopi, CTBOPEHOMY HAIIBIPO3OPHM A3EPKANoOM
TOPLS MIKPOCBITNIOBOZAa Ta BinOMBAalOYUM YacTHHY
cBiTJIOBOTO Npomens 06’emom Ha ITBIT.

KopekTHe anapaTypHe BTiIEHHS Takoro MPHHIMIY
3po6HTE MOXJIMBMM CTBOPEHHS MiKPOONTHYHOTO KOH-
TaKTy 3 HEOOXIZIHUM CTyneHeM MOAyALii BiA6UTOrO Bin
I1BI1 ceiTna.

Ontumaneuuit pexuM poGOTH MiKpOONTHYHOrO
KOHTAKTY BH3Ha4YMTHCA NMOPOrOBHM DIBHEM aBTOMAaTHY-
HOrO YTpUMaHH#A HOro napameTpis, a TaKOX 3HaYEHHAM
IHTEHCUBHOCTI ONOPHOTO MPOMeHs 6e3 PU3HKY JeCTPYK-
1ii MIKpOKOHTaKTHOI 30HH Ha [TBIT.

Cnin 3a3HauuTH, 110 3aNPONOHOBAHMIE 10 PO3rAALY
HOETEKTOpP TOBHHEH OYTH HEeBil'€éMHOK YacCTHHO
MYJIBTHTIDOLIECOPHOI ~ CHCTeMH  oOpobneHHs  Ta
pO3Ni3HaBaHHA [IHHAMIYHUX 0O0pa3is 3 rpaHHYHOO
AKicTIO cneuxdikauiir.

Ecki3 miyloT-KOHCTPYKIil AeTeKTOopa
0TOEHJ0CKoIAa

Ilapa nerextopis BnacHux komusans I1BI1 ckianae
BXIHY YaCTMHY OTOEHJIOCKOMNA i Mae OyTH CHMETPUYHO
po3MillleHa Ha 3BYKONOI/IMHAKOYOMY OTOJNIB’T 3riHO
TIONEPEeIHbO OIEPAKAHUX TOIIOrpaM 30BHIIIHIX CITyXOBHX
xanajiB (3CK) ronoeu nauienra.

76

Hactynsuii npouec loctapyBanns nonsrae y npuse-
JEHHI [ETEKTOPIB B MONOXEHHA (IMB. PHC.2) BiIHOCHO
30BHIlHBOI moBepxHi GapaGannoi nepetmHkH 1, TIpH
AKOMY Mi’K HAMH BHHHKA€ MiKPOONTHYHHMI KOHTAKT.

B 3CK Bxoauts rHyykuii 3BYKOTIOTIHHAKOYMIA
wTyuep 2 3 TphoMa Kaminapamu 2.1 i NHEBMOMOpPOX-
HHMHaMH 2.2 Ha iX KiHLUSX, YTBOPEHHMH BKJIEEHHM B
wTyuep 2 [UIATHHOIPUIIEBHM PO3PI3HHM 3 aHTH(PHK-
UifHOIO 00po6Kkol0  BHYTPimHBOT  iforo NoBepxui
LATHAPOM 2.3 Ta HENPUKJIEEHHMH JI0 HHOTO AiIAHKAMH
Marepiany mryuepa 2 B KiHL KOKHOTO Kaninspa 2.1.

Taxum 4nHOM, Ha KiHLI WTyuepa 2 yTBOPIOKTHCA
MHEBMOTIOPOXKHHHH, fAKi OKPEeMO peryjioloThCs 110
BUCOTi, IO Nae MOXNHBICTh (ikcyBatH mryuep 2 y
HeoOXinHOMY nonoxeHHi 3rigHo napamerpis 3CK.

Beepennni mTynepa 2 B3oBxk HOro oci 3HAXOIUTh-
Ci PYXOMHH 30HA, AKWIf CKIANA€TBCs 3 THYYKONO
EJIEKTPOTIPOBIAHOTO i 3BYKOMOIJIWHAKOYOrO IITOKA 3,
3'€[HAHOr0 3 IUIATHHOIPHIIEBHM HAKOHEYHHKOM 4;
I’€30€/IEMEHTa 5, 3aKPilIEHOrO eNeKTPONPOBIIHUM
HeMEHTOM B (acoHHOMY Ma3i HakoHeYHHKa 4; Ta
ONTOBOJIOKOHHOTO TpiifHHKA 6 CBiTNOBOA.

LUltok 3 i HakoHeyHMK 4 MalOTh CRiBrNAazAYi
KaHAaBKH, B SKHX 3aidrae TpiHHWK 6 cBitinoBona [8], a
TAaKOX i30/bOBaHMif mpoBimHMK 5.1 A moxawi
Hanpyru Ha I’€30eNeMenT 5.

3akpiluiena Ha m’e3oeneMenTi 5 wactuna 6.1 Tpiii-
HHKa Mae KoHiMHY ¢opMy i pamianbHuii gpamient
NOKa3HHKA 3aJIOMJIEHHA, a TMOTIM MepexoiuTs y
KOPOTKHMH  BiApi30oK  OJHOMONOBOTO  BOJOKOHHOTO
CBITIIOBO/lY, TOpElb AKOrO MOKPHTHI HAMiBNPO30pHM
IBEPKATBHAM 10apoM MeTany. MikpoonTHyHuii KOHTakT
CTBOPIOETHCA MiX TOpUEM JacTuHH 6.1 Tpidinuka i TTBI1.

Yactuna 6.2 TpiliHMka nigkmOY€Ha OO CBiTIO-
BHIPOMIHIOKOYOTO Jiofa 7, 3aKpilsIeHOro B KaHaBLj
wToka 3, a indopmauniiina yacTuHa 6.3 Tpilfuuka — a0
MikpokasansHoro ®EIT — ninosa 8 (mani mo Texcty
niHoxa 8).

Llrok 3 i ciTnoOBHNPOMiHIOOYHIT Kiox 7 npukneeHi
J0 romyactoro papiatopa 9, sKkul pyXa€Tbcs TphoMma
PEBEPCHBHUMH NiHiHHUMH 11’ €30€eKTPHY HUMH
MikpoiBHryHamu 10.

TakuM uMHOM, 30H] 3MILLYETHCA 3 POBOYOT TOYKHM B
HepoGouy i HaBmaku B wTyuepi 2 Ak B neHani —
3ano0bKHHUKY BiJl NOIKOIKEHHS YacTHHY 6.1 TpiliHuka.

Pagiatop 9 BuKOHaHMit #K TerIOBiABiL TepMo-
SJIEKTPHYHOro MiHikpiodnoka 11, skuil oxonomkye ai-
HoA 8, BMOHTOBaHHif B konekTop 11.3 xomoaunx cnais.

Ha papiatopi 9 3akpinnesa metajniyna muiara 12 3
ABOOIYHHM MOHTAXEM EKPAaHOBAHHX MIKPOMOTYKHHX
HBIC — npouecopis, 06¢/TyroByo4nx JaT4mK.

Mikponsurynu 10 BkieeHi B kopryc-koHAyKkTop 13
3 TphoMa kapningpamu 13.1 cymicHHMM 3 Kaninspamu
2.1.

Hinon 8 mae B ueHTpansHilt cBOi# uacTuni 8.1
MeTaloKepamiynuii cnait 8.2 mns ii TemneparypHoro
0OMexKeHH. »

Micue npunaiiku kepamidHMX asogHoi 8.3 Ta
karonHoi 8.4 yacTuH niHoma 8 40 UeHTpambHOI ¥Horo
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Puc. 1. CtpykrypHO-dyHKIIOHANEHA CXeMa CHCTEMM BHABIEHHS 3BYKOBHX CHTHAJIB, 10
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Puc. 2. KoHeTpyKLis JaTUHKa OTOEHIOCKONA.

| 1-6apaGauna nepeunka; 2 — mryuep (2.1 — kaninap; 2.2 - NHeBMONOPOXHHHA; 2.3 — Po3pi3Hui UHAIHAP); 3 - WTOK;

| 4 - HakoHeyHwK; 5 — m’e3oenemenT (5.1 — nposigumk); 6 — Tpifinuk ceiTioBoaa (6.1 — mpuiiManbHa YacTHHa; 6.2 —

| omopra wactuma; 6.3 — indopmauilia wacTuHa); 7 — caiTnoBHmpoMiwolouui Jiox; 8 — pinox (8.1 — HeHTpanbHa
yacTHHa; 8.2 — meTanokepamiunmii cnai; 8.3 — anonHa uactuHa; 8.4 — xaroaHa yacTuHa; 8.5 — MikpoKgHan; 8:6 -
KONEKTOp enexTpoHiB); 9 — panmiatop; 10 — m’esoenextpwunnit mpurys; 11 — wminikpiobnok (11.1 — KomyTauifina
naxenbka; 11.2 — 30BHILIHIA TEMUI0i3014TOD).
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qactiHH 8.1 € BiANOBiOHO aHONOM 1 KaToloM, sKi
eNeKTPHYHO 3'enHaHi MiX  C0000  IOKPUTTAM
Mikpokanana 8.5.

Konextop enekTtponis 8.6 enekrpoi3o/boBaHmii Bin
aHoja 8.3.

B karoaHy yacTuHy 8.4 BnasHuii ceitaoson 8.7.

Koepinient nocunenns ¢ortoctpymy niHona 8 e
cnif poOHTH 3aHAaATO BHCOKHM B TIOPIBHAHHI i3
spruaiinuvu DEIL. Bin mae OyTn nocTtatHiM s #oro
pofoTu B pexuMi Momymsauii T.3. ‘“KHPHOTO Hyns”’
BIAMOBIHOTO PpiBHIO IIyMY BXOJY CHHXPOHHOIO
NOCHIIOBaYa, MiIKJIOYEHOro 10 KojlekTopa 8.6.

TakuM 4HHOM, pazgiaTop 9 € aBTOPYXOMOIO
wiaThopmMol0, AKa MPUBOANTE 4acThHY 6.1 TpiliHMKa a0
MikpoontayHoro 3 IIBIT kourakty i, 060B’S3KOBO, 34
MHTb JI0 MaKCHMAJbHOIO BiJIXWIEHHA po00Y0i 30HH
I1BIT B 6ik 3CK.

36epexeHHs po6o4Oro MiKpOONTHYHOTO KOHTaKTy B
npoueci BracHuX konusaHb [1BI1 MOBHHHO NOCATaTHCH
32 [ONOMOTOK M’e30eneMeHTa 5 (KIac cersero-
enactukiB)[9, 10] fAx BHKOHABYOro €JEMEHTAa JAHLIOra

3BOPOTHOTO 3B'A3KY — “MIKDOONTHYHMI KOHTaKT —
(hOTOENeKTPOHHHII mMepeTBOPIOBaY —  KODHIYIOYHH
GineTp — perynsTop mnapaMeTpa MIKpPOONTHYHOro
KOHTakTy” .

BucHoBkHu.

B npuponi Ha eHepreTH4HHWH 0OMiH MiX Oionoriu-
HUMH HOCIfIMM 30BHIIIHIX 3BYKOBHX 00pa3iB 3aBxau
HAKJIAMABCA YMHHMK BIDKHBAHHSA, WO CMOHYKalo 10
EBOJIIOIIHOrO MiABHIIEHHS CEJEKTHBHOI YYTIHMBOCTI iX
CIyXoBHX yTBOpeHb. OnxHMM i3 NpHpPOIHMX 3acobiB
onTHMi3alii eHepreTwgHoro oOMiHy Moxke OytH
3BOPOTHa CMHCNOBa Ce/EKUis NPH BHABIEHHI 3BYKOBHX
noniii (o6pazis).

3rigHo aHaToMii CITyXOBOI CHCTEMH MO3KY JIHOAHHH
OOLUILHO MPHITYCTHTH HasBHICTH HA IOPO3i YYTHOCTI
CENEeKTHBHOTO  3BOPOTHOTO  3B'A3Ky MK  ioro
pimnosBiguumu Bigminamu i opranom Kopri, sakui
36inbinye amMIUniTYAy KoinuBaHb GapabaHHO! MEPETHHKH
CHHXPOHHO 3BYKOBMM KOJIHBAHHAM, 0 HAaIXOmATh
3308Hi. lLle 30imbiieHus 3abe3neuyerbcs Ha  PiBHI
3BYKOBOr0 (parMeHTa ULIAXOM KOHTpOmO  iioro
aMmIULITYIM T2 WBUAKOCTI 1T 3MiHH.

HasBHicTh CKI3AHOrO 3BOPOTHOTO WLIAXY, QyHKIiA
AKOT0 [JOCTAaTHHO HE BHBYEHA, a TaKOX IHIIMX
aepeHTHHX 3 pPO3ranyKEHOI iHEpBalLli€l0 YTBOPEHb,
CMONYyYEHWX 3 TNiJKOPKOBUMM LEHTpPaMH | OpraHom
Koprti, Bka3ye Ha 3BOPOTHMM HanmpsAMOK iMmysbcamii i,
He BHKJIIOYEHO, IO BOHA MOB’A3aHA TAKOX i3 CBLIOMOIO
BepOanbHOW JisIBHICTIO MO3Ky. Binnosins Ha wme
MHTaHHA MOXYTh [IaTH TiIbKH TOYHI €KCTIEPHMEHTH.

BusiBJieHHs CIIOHTAHHOI 0TOAKYCTHYHOT eMicii cTano
MOMUIMBHM  3@BJAAKM BIPOBADKEHHIO  EJEKTPETHHX
Mikpo®doOHiB, ane NPHHUMIIOBA HASBHICTh 3HAYHMX
WYMIiB CTPUMYE X BUKODHCTAHHA B CEHCI MiJBHIEHHA
YyTJIMBOCTI BiAMOBiZAHOTO €KCIIEPHMEHTAIBHOTO
obnamgHanHa. Tomy OyB 3anmponoHoBaHWd  Oiibui
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YyTIMBHM METOX BHABINCHHA BIACHHX KOJHMBaHb
30BHIIIHEOI  moBepxHi  OapabGannoi  mepeTHHKH,
JaMOvYATKOBaHMiA HA  cnoco®i  momymsnii  Hew
iHTEHCHBHOCTI CBiTJIOBOro npoMmeHs, THM Oimpmi, mo
cyyacHHui piBeHb 3HaYHOI HM3KH TEXHOJOTiH Ho3BOMAE
NPOBECTH PpENpe3eHTaTHBHE JOCHIKEHHS TOHKOTO
CMeKTpy BJIACHHX KONHBaHb OapabaHHO! MEPETUHKH B
Aiana3oHi 30y/DKeHb Ha NOPO3i 4yTHOCTI.

* ok ok

ABTOp mHpO BAAYHHUA INAHOBHOMY TIOJIOBI Opr-
komitety “YKPOBPA3-2002” n. nokropy Biniroky T.K.
3a MpONO3HLUiIC ONPHIIOAHUTH L0 HEOJHO3HAYHY 1A€H0.
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- Taras Vintsiuk, Mykola Sazhok, Tetyana Lyudovyk, Ruslan
 Selyukh. Automatic Ukrainian Text-to-Speech System
on Phoneme-Threephone Model Usmg Natural Spo-
ken Signal. The text-to-speech system in time domain for
y %amran is described. The concatenated acoustic elements are
ehoscn in accordance to phoneme threephone model for speech
.Q)nthesls. Acoustical data is taken from the speaker voice
L"Wpon. The computerized tools for speech synthesis re-
- search and development are described.
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O3ByueHHs TEKCTIB i CbOTO/IHI 3AMHINACTHECH BAXKIMBOIO
i aKTyanbHOIO 3aJauyel0 YCHOMOBHOI iHQOPMaTHKH.
[lonpu 3Ha4Hi yCniXy B CHHTE3yBaHHI MOBHHX CHTHAIIB,
fiK | B iHIMX HAnpAMKax ycHoMoBHOI iHdopmaTuku [1],
03BYYeHHA TEKCTIiB JOCi HE € PpO3NOBCIOLKEHOIO
‘TexHonoricto. Lle 3yMoBneHO 30KpeMa THM, MO
MiBMIMINCE BHMOIH JO SKOCTI Ta HaTypalbHOCTI
3By4aHHA CHHTe30BaHOi MoBM. Paszom 3 THM 1A
BIPOBA/DKEHHS CHHTE3Yy B TMOPTATHBHUX MNPHCTPOAX
NOBHHHA 3aJOBOJIGHATHCA BHMOTa Ha OOMEXEHHA
WIBHAKOII T2 00CATH maM AT

IlponosoBanuii 03By4yBay YKpaiHCBKHX TEKCTiB
3acHOBYeTbCS Ha  (poHeMHO-TpHGoOHHIH  Moneni
pO3Ni3HABAHHA TA CWHTE3y MOBHHX CHIHAIIB, CHHTE3
cHrHany BiOyBaEThCA y 4aCOBOMY MPOCTOPI, IPH LBLOMY
BUKODHCTOBYETHCS ~ TNPHPOAHOMOBHMiI  aKyCTHYHMH
Matepiai 3 ycHOMOBHOTrO (aitny aukropa. Lle mossonse
MaKCHMATbHO 3MEHIIATH BHECEHHS CHOTBOPEHb Y
3TeHEPOBAHMH CHTHAN Ta 3HAYHO PO3BAHTANKHMTH
obuMcmoBanbHU MOIY L.

2 ®onemHO-TpH(OHHA MOJEIb CHHTE3Y
MOBHHX CHI'HAJIIB

[lonsitrs  ¢owemn HaaTo abcTpakTHe 1 TOTaHo
niagacTees  popmanizaiii B 9HCTOMY — BHIUIANL
Hatomicts, npomoHyeTbcsi opMaiisM, y AKOMY B3ATO
' [0 yBarW MiHAMBICTb CWUrHamy GOHEMH, 3YMOBIEHY
i CycilHiMH B NOTOIi MOBJEHHA 3Bykamu a6o
' koapTukynsuiero. OTxke, BBOAMMO NOHATTA (OHEMH-
TpHGOHa, KONM PO3TIAAAETHCA (POHEMAa B KOHTEKCTI 3
nornepeHs0l0 Ta HacTymHoloo ¢Qoxemamu. [lonsTrs
dosemu-TpHdoHa NMOKNANAETECA B OCHOBY aKyCTHIHHX
Mozeneit Sk po3Mi3HaBaHHA, TAK i CHHTE3Y YCHOT MOBH.
®oneMHO-TpU(OHHA aKyCTHYHA MOJE/b YCHOI MOBH
JI0O3BOJISE BPAaXyBaTH SABHILE KOAPTHKYJIALLT, 110 BHHHKAE
NMpH B3a€MOJIT 3BYKIB y notoui MosneHns. Cripasai, npH
BIITBOPIOBaHHI MOCITIIOBHOCTI 3BYKIB, IO BiANOBINal0Th
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- ABTOMATHYHMIT O3BYYYBAY YKPATHCHKMX TEKCTIB HA OCHOBI
®OHEMHO-TPH®OHHOI MOJEJII 3 BAKOPUCTAHHSAM
MPAPOHOTO MOBHOI'O CUTHAJTY

Tapac Binyiox, Muxona Caxcox, Temana Jliooosux, Pycaan Ceniox

MidcHap ool HAYKOB0-HAGUANbHUE YeHMP IHPOPMAYIUHUX MEXHOR02IU Ma CucmeM
40 npocn. Axademixa I 1ywroea, Kuis 03680
Enexmponna nowma: {vintsiuk, mykola, tetyana lyudovyk, selyukh}@uasoiro.org.ua

nesHiM (oOHEMaM, PYXH MOBHOIO anaparty JIOIWHH
Bin6yBalOThCA 3 NMEBHOW iHepuiiHicTio. CTaH MOBHOTO
anapaty mepel HACTYNIHHM pYXOM 3aleXHTh Bl
nonepeansoro 3ByKy ((oHemH), a oTke i AMHaMika
pyXiB MOBHOTO amapary [pM NepeXoal A0 HACTyMHOI
(oreMu pi3Ha B 3a1€XKHOCTI Biji NonepeHs0i PoHEMH, a
1€, 3PeITOoI0, fAKICHO BINOWBAETHCA HA AKYCTHYHOMY
currani. BojHouac, Bech MOBHMH amapat HeMoB Ou
rOTyeTbCs [0 HACTYNHOrO 3BYKY, 1 3asepuiye
nomepeNHiii 3ByK y CTaHi, 3 skoro OuibI BHTIAHO
NePEXOJUTH JO 3BYKY, AKMIA Crriaye.

@opmaiizM ¢oHeMu-Tpu(OHa, AKHH NPONOHYETHCS,
N03BOJISIE TAKOXK KOHKPETH3YBATH MOHATTA TPAHMIlL MK
donemamu, TOuHime, Mik (oHeMaMHA-TPHDOHAMMU.
TakAM 4MHOM, HE3HAYHE BiUTYHHA NONEPEIHBOTO 3BYKY
Ta Jlefp MOOMITHA  “4yTHICTB®  HACTYNMHOrO €
JOIMYCTUMHMM TIPH PO3CTaBIIAHHI TpaHullb (OHeM-
TpudoHiB. VYULIOMYy, PO3CTaBIAHHA TIpaHHIbL MiK
(ponemaMu-TpHOHAMH 3aTHIIAETHCA nocHTh CKIATHOK
3aj1a4€l0, Ta BCe XK OLIbII OKPeCTeHOo0, Hix i (oHeM.

Ha6ip dosem-tpudonis, sk i HaGip (andasit) Gonem
AN KOXHOT MOBM € yHikaisHUM. DOHeMHO-TpU(OHHA
TpaHCKpHIis (OpMYyeTbCs Ha OCHOBI (JOHETHYHOIrO
TEKCTY 3a YHiBepcalbHUM TpPaBHIOM CTHKYBaHHS
¢donem-TpudoHiB [2].

BHXOAMMO 3 TOrO, IIO 33[aHO CKIHYEHHY MHOXUHY
K, xynu pxonsats onemu k€K, ski cnocrepiraiorscs B
npuponnist Mosi [3]. [lo andapiTy BKIIOYEHO TAKOK
douemy-naysy #. V muoxuni K s ykpaiHchkoi MOBH
PO3pi3HAEMO HAroNOIICHI Ta HEHAroJIOUIeHi TOJIOCHi,
M’sKi Ta TBepai mpuroniocui: K€ {A, O, V, E, 1, I, Al,
01,VY1,El, H1,11,5,5,B,B, I, I, I, I', I, T, X, X,
3 HEKILIEMMHELEILIP.PFCCT,
T @ @ X X 1L W, 99 ILA0 B 15,008,
JDK, #} = K —zaranom 57 onem.

®onema-tpudon =uWv ¢ donemoio W, sxa
pO3IISANAECTLCA Mill BIUTHBOM cyciaHix Qonem u# Ta V.
Tepumoio € %, mo nepeaye W, a apyrow — v, mo crinye
3a W. 3a npasunom pomycTHMHUX CROJy4YeHb (oHeM-
TpudoHis [2] HONMYyCTHMHMM s 3’€QHAHHA € JHme
doremu-tpudonn surnany H=uWv i t=wVz uepes
Wy tawV.

3aranbHa KiabKicTe (oHeMm-TpuOHIB Yy andasiri
TEOPETHYHO [OpiBHIOE KimbkocTi GasoBux ¢QoHem y
creneni Tpm (125000 mna andasity 3 50 donem).
[IpakTHYHO X MOXHa obmexfliTics  mekinskoma
TucAuamu poxeM-TpHQoOHiIB. BincyTHi Pponemu-Tpudorn
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3aMiHIOIOTECS ~ HalOmWK4oKw 3rigHo 3 (oHeMHO-

TPU(OHHOIO iepapXxieio.

3 NpHpONH YCHOMOBHOTO CHIHAaJly BHIUIMBAE, IO
I3BIHKI (pOHEMH MOXHA OMHMCYBaTH (TpaHCKpHOyBaTH)
AK TIOCITII0BHICTh O/THO-KBa3iNepioAudHUX
MIKpDOCETMEHTIB, W0 MalOTk NEBHY ¢OpMy 3BYKOBOI
xBuii Ta JoexuHy (Puc.1). Takuii OnMC NMOmMMPIOEMO
TaKOXK i Ha riayxi (urymHi) doHemu i HasMBaTHMEMO
aKyCTHYHOIO TPaHCKPHITLi€IO tonemu-Tpudona.
IMocninosHicTs XBWJIb OHOKBa3iNepioAnYHAX
MiKpOCerMeHTiB YTBOPIOE aKycTHYHHH  obpas
(npototun)  doremu-tpudona. CykymmicTs  BCiX
aKyCTHYHHX 00pasis ycix ¢oHeM-TpH(OHIB, BIACTHBHX
NeBHiH JMHOJMHI, cknanae ycHOMOBHHMH (ailn nukTOopa
[2]

PosrngHemo nponec aBTOMAaTHYHOTO O3BYYEHHS
TekcTy. Crmouarky, NPOBOOHTBCA PO3OMTTA TekCry 3a
cxemor0: ab3al—peueHHs—cHHTarMa (iHTOHauiiiHa
rpyna)—puT™Morpyna (rpyna  Haroixocy)—QoHeTHIHe
cioBo. 3 ab3auiB BUALIAIOTLCA PEYSHHS, KOXKHE PEYEHHS
pO30OMBAETECA HAa CHHTAarMH, Ti, B CBOK) 4epry, — Ha
purmorpynu. 1  Bke  BcepeamHi  pUTMOTPYIH
BH3HAYalOThCs (oHeTHUHi croea, ski abo 36iraroTecs 3
opdorpadiuHumMK cnoBaMH abo MICTATh IX JEKiIbKA,
BKIIOYHO 3i cayxGosumu cnosamu. [IloTiM 3
BUKOPHCTAHHAM (OHETHUYHHMX 3HaHb NP0 YCHY MOBY
opdorpadiuHuii TEKCT MepeTBOPIOEThCA Ha (POHETHIHY
Ta OJHOYACHO H Ha (POHEMHO-TPHGMOHHY TPaHCKPHIILT
3a yHiBepcanbHUM npasuioM. [ani 3rifHo po3mizHAHUX
THOIB CHHTarM OyayeTbecs iHTOHALIMHWE KOHTYD,
PO3paxoBYHOTHCA TPHUBAIOCTI MOTOYHUX
O/IHOKBa3iNepioOAMYHUX MIKpOCerMeHTis Ta (oHem
yuiiomy. Ilpn 1BOMY BpaxoBYeTBCH, IO KOXHA
CHHTAarMa MIiCTHTh JIHIIE OXWH OCHOBHHH Haronoc, SKuii
BiAnoBifae sanepHid purmorpyni. Pemra put™morpym —
MOYaTKOBA, Nepea’ AAepHi Ta micAAAAePH.

Ha nincraei pospaxyHKiB NpHCTYnHaeMo 10 BjacHe
¢opmysanns (cuHTe3y) ycHomoBHOro curhamy. Jlis
KOXKHOT  doHeMu-TpHPOHa 3  (poHEMHO-TpHPOHHOT
TpaHCcKpHmuii  oOwpaerbes  akycTwunudi  ofpas
(mpotoTun) 3 6a3su manux. Llel mporoTun mignaeThes
MEPETBOPEHHAM  3TiJHO  PO3PaxOBaHOI  TPHBAIOCTI
ponemn-tpudona Ta  iHTOHauiMHOTO KOHTYpY. B
pe3ynbTaTi  UMX TEpPeTBOPEHb MAEMO  OTPHMATH
BU3HAYCHY Mepel LMM KUIBKICTh  KBasinepiozis
pospaxoBaHoi moexkuHH. [IlepeTBopeHi npoToTHOM
KBasinepionis i 3arajioM ¢doneM-TpudoHiB
00’€HYIOTECS, | OTPUMAHWM B pe3yAbTATI CHIHAN
NOJIAE€THCA HA 3aCO0H 03BYYEHHS.

Bu3HauanLHOIO PHCOI0 KOXHOI TEXHONOTII CHHTE3Y
YCHOMOBHOTO CHIHAJlY € QIrOpHTM  3MiHIOBaHHSA
NPOCONMYHHX XapaKTepHCTHK NPOTOTHINB EIEMEHTIB
koMminAWii. OCHOBHOIO METOIO NMPH 3MiHi MPOCONMKH,
TO0TO iHTOHAWil Ta TEMIy, € JOCATHEHHS NKOMOTa
Kpauioi AKOCTi CHHTE3Y 3a HaliMEeHLINX
O0YMCIIOBAILHHX  BHTpaT ~ HAa  KOXKHY  JMCKpeTy
CHHTE30BaHOTO CHIHAY.

Sk BHIHO 3 aHani3y BIANOBimHWX anropaT™is [4], y
4acoBO-aMILTITY/IHIH obnacti gocaraeTses i Te # iHwe.
Taxk, BeJibMH NPUAHATHA AKICTH CHHTE3Y 32 TEXHONOTIEN
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PSOLA pocsaraeTbcs 3a NOCATH CKPOMHHX BHTpaT Ha
o0YKC/leHHs NpH 3MiHi iHTOHAUiHHWX XapakTepUCTHK
MPOTOTHITy €leMEeHTa KOMIIALIT — 10 9 apudpmeTHaHmX
ni Ba onHy amckpery. Y Texsonorii MBROLA
o0YMCmMOBaIbHI BHTPaTH INE€ CKPOMHImI — 6
apHdMeTHYHMX Aili Ha ONHY JHCKPETY, i e NpH Kpamyx
MOKa3HMKax AKOCTI cuHTe3y, HiK y PSOLA. TexHonorii
Unit-Selection B3arani He nepenbadaioTs AKHX-HEOYb
iHTOHALIfHUX 3MiH IPOTOTHITY CHTHANY, X0Y NPH LHEOMY
i BHHMKAOTh HaIMIpHI BHTPATH nam’sTi Ha 36epirasns
BCIX MOXIMBHX IHTOHALiHHHX MpPOSBIB  KOXHOTO
€JIEMEHTY KOMIIIALIT, 10 KOHKATEHYIOThCS 6e3 sKomHuX
nepeTBOpeHs curhany. lle B cBol uepry nozbasnse
NIEBHOT FHYYKOCT] CaMy CHCTEMY CHUHTE3y YCHOI MOBH.

IlponoHyeThes e OaMH cnoci® koMminduii ogHO-
KBa3iMepioAHYHHX MIKPOCEIMEHTIB Yy aMILTITYJHO-
yacoBiif obnacti. B ocHOBI LBOro Meroay 3aknaneHo
MOZeNb JIHIAHOrO TNpOTHO3YBaHHA CHTHATy, IO
AO3BONISE 33 NEBHOIO KiNBKICTIO MOMEpeAHIiX BIIKIIKIB
CHTHAJTy CIPOTHO3YBAaTH HACTYIMHI 3 JOCTATHLO BACOKOIO
TOYHICTIO ATIPOKCHMALLI;

fi==Xa.f,, +&,. 1)
s=1

~

pe f, — Bimlikd NpOrHO30BaHOro curHanmy, f, —

BIUTIKA CMOCTEPEKYBAHOrO CHIHALY, 4, s=Lm ==
napaMeTpH  nepen0aueHHs, KUIBKICTB AKAX m
obupaerhcs B Mexax Bin 10 mo 20, &, — noxubka
NPOTHO3YBaHHS. [TapameTpH nepeadayeHHs
OLIHIOIOTECA Ha iHTepBasi aHANI3y PIBHOMY OHOMY 260
ABOM KBasilepiogaM LITSXOM, HANPWKIAL, MIiHIMi3amil
CYMH KBafIpaTiB MOXHOKH MPOTHO3Y.

Omxke, Hexall pospaxyok TpuBaiocTeil ¢oHeM Ta
NOBXHMH KBadimepioziB abo MikpocermMenTis i ix
KinbkocTi B KOXHili QoHemi Bxe Bukomnano. Toni
BiAMOBIAHHN mnpoTOTUN (OHEMH-TPHOHY HeoOXiaHO
MiAIaTH TEMIIOPANLHUM 3MiHaM, TOGTO NpHBECTH 10
pospaxoBaHol HoBxHMHH. lle nocaAraeTsca mIIAXOM
AOBEJIEHHs KiIBKOCTI KBasinepioiB A0 po3paxoBaHoi.
TakuM 4UHHOM, TEMITOpaIBHI 3MIHH NPOTOTHITY (OHEMHE-
TpudoHy 3AIMCHIOIOTBCS NUIAXOM BHKHAAHHA abo
MOBTOPEHHS MEBHHUX MIiKpPOCEIMeHTIB. Y CBOIO d4epry,
iHTOHALHI 3MiHM CHrHANY 3AIHCHIOITHCA BHACHIZOK
cKopoueHHss abo 36inbLIEHHS NOBXKHH BiANOBIXHMX
KBazinepiomis.

[lpu  TemnopanbHuX 3MiHaX, #AKi BUMAralTh
NONOBXKEHHA ab0 CKOPOYEHHA TPHUBANOCTI MPOTOTHIY
(poneMHU-TpU(OHA 10 3a4aHOi AOBKUHH, OOYUCTIOETLCS
KUIBKICTh MikpogoHeM (kBasinmepiogiB), Ha saKky ix
HeoOXiHO 306inbmMTH a60 3MeHmMTH. 36ibIIEHHS
KUIbKOCTI  MikpodoHem  BiaOyBaeTbcs  mUIAXOM
MOBTOPEHHs JedKHX KBasinepioiB nporotumy goHeMu-
TPU(OHY MEBHY KiNbKiCTh pa3iB. 3MEHINEHHN KiILKOCTI
KBa3imepioAiB 3AIHCHIOETHCA 3@ PaxXyHOK BHKHIAHHA
HNEBHHX KBa3iNepioxis. »

BusHaueHHs kBasinepiomie  (Mikpodonem), ski
HOBTOPIOEMO a0 BHKHJAEMO TNpPH TEMIOPATBHHX
3MiHax, He € OJHO3HAYHMM | moTpebye HONATKOBHX
nocnmipkeHb. Tomy Maemo mpaBo oOpatH OfHE 3




pilieHs, a came TIOBTOPIOEMO (BHKHIAEMO)
H0 IeHTpANbHI KBa3inepio .

3a3HAYAIOCA, IHTOHALIA CHMTHANLY PeryJIoeThCcs
3ajaHEs NEeBHOI NOBXKHHH KBasilepioAis Ha
AHUX [iISHKaX CHHTE30BaHOTO curHamy. Jlis
TMOZOBKHTH OKPEMO B3fTHI KBa3inepion
‘MofeNi JTiHIAHOTO MPOTHO3YBAaHHA, MOCTATHBO
1eBHY KiTBKICTb MOMEpPEaHiX BifUTIKIB Ta 3HAYEHHS
EHTIB ~ NPOTHO3YBaHHA  HA  BiANOBiAHOMY
i amamizy. PemTy Bijmiki, 1O JONOBHIOIOTH
ion mo moTpibHOI HOBXKWHH, OOYHCIIOEMO 34
dom (1). CxopoueHHs NOBKHHH Kpasimepioxy
i 3MIHCHIOETRCS MUIAXOM BHAKHIAHHA BiJUTIKIB
epioNy NOHAJ 3a1aHy HOBXKHHY.

MI’I0TepHI 3ac00H J0C/IKEeHHS Ta
03pobaenas oHeMHO-TPHPOHHOT
el CHHTE3y MOBJICHHS

pbneHo KoMIT'FoTepu3oBaHi 3acob (oOpMyBaHH:
JaHUX i 3HaHb, AKi BUKOPUCTOBYIOTHCH AK IS
3y, TaK i 11 NOQOHEMHOTO PO3Mi3HABaHHsA YCHOL
3 iXx [ONOMOrol TakoX  MPOBOAATHCHA
DUMEHT/IbHI  HOCJIUKEHHA PpO3Mi3HABAaHHA Ta

e

~ Ilpu popmysanni 6a3 naHWX i 3HaHB, ONMPALIOBAHHI

OB Ta AITOPHTMIB, IO CTOCYIOTBCA YCHOMOBHOT

opMaTHky, po3pobieHi  mporpaMHi  3acobm

0e30e9YI0Th BHKOHAHHA TaKHX Ji:

BBelieHHs ~ QoHeTHYHHX  cnenmdikauii, —mo

© pkmovaoTh omMc 6GazoBux (QoHem Ta Mepemik

" MOKTHMBHX iHTOHAIiH U1 06paHOi NPUPOIHOT MOBH;

¢ HAaKOMIMYEHHS HaBYaNbHOI BHUOIPKM 33 3aJaHUM

TEKCTOM;

| 2BTOMATHYHA CErMEHTAllis HaByambHOT BHMOIpKH Ha

OJHOKBa3iMepiofMyHI ~ MIKPOCErMEHTH Ta  Ha

KBa3inepiofMIHi i HEMEpPioAHYHI CErMEHTH;

~ » aBTOMAaTH30BAHA CErMEHTAllii HaBYanbHOI BHOIPKH
Ha (oReMU-TPH(OHH;

® JOCHiKeHHA Ta  po3pobieHHs
AITOPUTMIB CHHTE3Y YCHOI MOBH.
[loyarkopa iHGopMauis [po TPUPOAHY MOBY

cknajaeThest 3 andasity 6asoBux (oHeM Ta mepeniky

MEeTOAIB Ta

| = e R = i e

iHTOHalii. 3amaemo 1 B pexumi nianory. Cnoyatky
BBOAMMO MOTPiOHY MOBY OO CHMCKY IiATPHMYBaHHX
MOB ab0 aKTHBiI3YEMO BIANOBIZHY MOBY, AKIIO BOHa BXKe
€ B peectpi. B oxpewmiit cexuii 3amaerbca andasit
basoBux (oHem Ta onHc KoxkHOI 3 HMX. Ilepenbaueno
NiATPUMKY TNapanenbHux andasiTiB y KOLyBaHHI sk
KHPHWJIMLEK, TaK 1 JIATHHCbKAMH nitepamu. Oxpeme
nojie BifiBE[EHE A 3aJaHHA CHMBOINY, AKMH po3jiise
¢donemu. Hapeniti, nepenbaueHo CeKuiio, B AKiH ONHCY-
FOThCA MOKJIMBI IHTOHALIT Ta BiANOBiAHI IM CUMBOJIH.

Taky mnouaTkoBy iHQoOpMaIil0 3aJaEMO K JUIA
OKpemoi MOBH, TaK 1 s TPynd MOB OXHOYAcHO y
BHNAIKYy, fAKII0O B TMOCTaBJIeHi 3afaui € €IeMEHTH
0araToMOBHOCTI.

HagyanbHOro BHOIpKOK HA3HWBAEMO CYKYIHICTh
HArOBOPEHHX [HKTOPOM 3BYKOBHMX (pailnis pasom 3
pianosignuMu opdorpadivaumu  abo  POHETHUHHMHU
TeKCTaMH, SKi € OKpEMHMH CloBamMH abo (pazamu.
3sykoBi  (aiinm 3  HaByagbHOi  BHOIpKM  me
Ha3MBaTHMEMO peaunizauiamu ciopa abo ppasu.

Hakonuuenns HaBuyansHOi BHOIpKM 3a 3ajaHMM
TEKCTOM  BHKOHYETbCA 33  JIOMOMOroK  BikHa
HAKOMHWYEHHA HaBuaJbHHX BHOipoxk. Ha nouartky
3amacThed iM’s (ineHTH(iIKarop) DHKTOpa Ta BBOMHTHCA
tekeT, ophorpadiunmii abo QoHeTHUHMIA, 33 AKHM
POBOAMTLCA 3amKc HaBuanbHOI BuOipku. [lepenbadeno
MOXITHBICTh 3amMCy peanisauiii cniis abo ¢pas B okpemi
daiinu a1a 3py4HocTi mpH nojansomy 00pobireHHi
JaHuX.

3amic HaBuanbHOI BMOIpKH BiOYBAETHCA 3a TaKOK
CXEMOIO:

1. MUIOKOK aKTHMBIi3yeThCA TEKCT peanisauii, 3 sKoi
PO3MOYMHAEMO 3aITHC.

2. JlukTop HaTHCKAaE KHOMKY 3amucy Record 1,
yTPUMYIOYH Ti, NPOMOBISE BiNOBIAHHH TEKCT.

3. Ilicns nNpOMOBISHHA TEKCTYy [JMKTOP BilMyCKae
KHOTIKY 3aIucy.

4. ABTOMAaTHYHO AKTHBI3YEThCH HACTYNHA peasizailis,
AKIIO CNMCOK He BHuepnaHo. BpydHy moxha BHOpatH
Oynb-AKHHA [HIIKH €IeMEHT.

5. Jlna 3anMcy HacTymHOI peanizamii NepexoauMo o
Kpoky 2. SKmo 3amMCyBAHMH TEKCT BHYEPHAHO,
3aBepuryemMo pobory.
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Puc. 1. [Tpuxnad 306pascenns OiNAHKY 6I0Ce2MERMOBAHOI peanizayil HagYanbHOl eubipku 3 yonosivozo zonocy. Cuenan

PO32AA0AEMBCA KPi3b 00HOKEa3iNepioduuHy cimky, “HamazHymy™ K Ka nepiodudHi cezmemu, wo gionosidarome onemam-
COHOPaHmam, max i Ha HenepioOuYHi ceaMeHmu, o 6i0N0GIdaoMy 2IyXum ma naysi. Lugpu 3nu3y cuznary nozHauaome
mpueanicme Keazinepioda 6 Quckpemax.
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3anucanuif  yCHOMOBHMI CHTHAaN —TIPOCHYXOBYE
€KCIEPT 3 MEeTOK BHABJICHHS OpakoBaHux abo
HEBHPA3HHX peanisalliii, Aki MO3HAYAIOTECA AK “moraui”
(bad). OcraToyHo, “rorani” peanizamii
TIEPe3anuCyOThCA 32 BHIIEHABEICHOK CXEMOI 3 Tiero
NHIIE PI3HHIEIO, IO aBTOMATHYHO AKTUBI3YBATHMETHCA
HacTynHa BigOpakoBaHa peanizailis.

B pesymbrari npouemypu 3anucy HaBYanbHOT
BHOIpkH chopMmyloTees daiinu, mo BianosinaoTs
peanizauiamM HaBYaNTbHOI BMOIDKH, AKHMM CHiBCTABIEHO
iM’8 IMKTOpa Ta TekcT, wo Oyno BuMoOBIeHO. [lami
NPOBOAMMO  CeTMEHTAalild  peamizamii  HaBYANIBHOT
BuOipkn Ha QoHeMu-TpH(POHH, a BHOIPKH OKpemux
(doxeM-TpHDOHIB - Ha  OJHOKBasinepiogwuHi
MIKpPOCErMEHTH Ta KBasimepiogwuymi i Henepioamumi
cerMeHTH. [IpH4OMy, NOpPSNOK CErMeHTYBaHHS MOXKe
6yTH 1 3BOPOTHIii.

Ha Puc.1 mokasaHo npuknax  pesyisrary
CeTMCHTYBAaHHA peamisalii 3 HaBYANLHOI BHOIPKH.
Hinsemi  yCHOMOBHOTO — CHTHAalY  CNIBCTABIEHO

BIANOBiAHI QoHeMH-TPH(DOHH, Ta BinobpaxeHo rpaHuLi
OIHOKBAa3iNepioANYHUX MIKPOCErMEHTIB.

CermenTauis HaBuanbHOi BHOIPKM Ha oHEMH-
TpH(OHH MPOBONMTLCSA 3a yyacTio excnepra. [porpamue
3abe3neyeHHs aBTOMATHYHO PO3CTABNSE IPAHKI DOHEM
nume gyxe npubnmsno. Jlami ekcriept, Kepyloumch
3BYKOBOKO Ta BI3yalbHOIO MifKA3KOK YTOYHIOE MeXi
doneM.

[NepecyBanns rpanuib GoHeM 34IHCHIOCThCS Y IBOX
pexnmax. [lepmmi pexum nepenbadac HesanekHe
nepecyBaHHA IPaHMIb CyciaHix doHeM, TOOTO MOXITHBI
AUIAHKM CHTHaTy, Ha sKMX (OHEMH “HaKIajalThesa”
OaHA Ha onHY, abo mindHKM, AKI HE HANEekKaTh KOMHIH
(ouemi. Komu aktusoBanwii Apyrui pexnM, LLIAXOM
nepeBeneHHs KHonku Linked Marks y HaTuCHyTHI cTaH,
TpaHulli CYCifHIX (OHEM NepecyBarThCA Y3rOMKEHO:
NOYaTOK MOTO4YHOI (oHEeMH 30iracThes i3 3aKiHUEHHAM

nonepeaHsoi. B ofox Bunagkax 3a  HasBHOCTI
O/HOKBA3IMEPIOAMYHOI  POSMITKH  rparuui  QoHeM
aBTOMaTHYHO  CHHXPOHI3YIOTBCA 3 IpaHHUAMH
KBasinepionis, T06TO BinOyeacThca  aBTOMATHYHE
NpUB’A3yBAaHHA  rpaHuilb  (QoueM-TpHQOHIE 10
OHOKBA3IMEPioAUYHOT CITKH.

[lpu  yrountoBanHi rpanHub (OHeM eKcmepT

BHKODHCTOBYE DPEXHM Bisyanizanii cHrHamy, B sSKoMy
300paXyeThCs  aBTOPETPeciiHMA CHEKTP, Ta peXHM
MpOCITYXOBYBaHHA (Sound->Sound Phone), npu sxomy
03BYdyeTbCA (OHEMA, Ha AKY KOPHCTYBaY-eKCIepT
BKa3ye€ JIiBOIO KHOITKOI) MHILKH.

CermeHnTanis HABYAIBHOT BUOIpKH Ha
OJHOKBa3inepioanyHi MiKpOCErMEHTH Ta
KBa3iNepioanyHi i HenepioaHYHi CEerMEeHTH BHKOHYEThCS
AK HAa OKPeMHMX 3BYKOBHX (haiinax, Tak i Ha Bciil
HaBuanbHii BMOIpULI B  aBTOMAaTHYHOMY pexmHMi.
Excnepry nmme wHeoOXimHo Bkasatu Haii6inemy Ta
HalfiMeHLlY JOMYyCTHMI JOBKHHH KBa3inepiois, a TAKOXK
0OMEXKeHHS Ha MPUPICT TPHBAIOCTI OHOKBA3iMepio/iB.

Ipannui  xBasimepiomis y Bikni goc’imkedHs
3BYKOBOr0  cHrHamy 3o0paxaroTscs y  BHIIALL
BEPTHKATBHHX PHCOK 3 KONbOPOBMMH KBAaJApaTHKaMH-
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py4KkaMHi B HWKHIH YacTHHi pHckH. Pydku npusHaueni
AJA TiepecyBaHHs IPaHMLb KBasinepionis (MikpodoHewm).

Sx TiNBKH NPOBEAEHO CErMEHTALll0 HaBYAILHOI
Bubipky, iHQopmanis npo Qonemu-TpupoHH TA X
CTPYKTYPY BHOCHTBCA 10 peecTpy Gonem-TpudoHis,
(opMy09H TaKUM YHHOM YCHOMOBHHI Gaitn muKTOpa.
Jns wworo ciin natucHyTH KHonky Update Collection,
TNONepPeIHbO BHALUIMBIIM CHIHAN THX (OHEM-TPHQOHIB,
AKI 3aHOCATBCA 1O peecTpy. SIKIO He BHIINEHO XOHOI
bonemu-TpudoHa, 0 0Gasm JAHMX 3aHOCATHCH B
tdoremu-TpudonU 3 peanisauii.

3HaHHA NpO iHAMBiMyaNbHi IHTOHALGAHI KOHTYpH
OTPHMYIOThCA HUIAXOM 00po0ieHHs BiJcerMeHTOBaHNX
peanizaui# ¢pas, B SKAX TNPEACTAaBJICHI BCi THNM
iHTOHAIL].

CpopmoBanuiit  ycHomoBHMI  (aiin  makTOpa
30epiracTbes y Burnsai daiiny, Skuii MicTHTH He cau
CHTHAIl, a JMIIe MOCHNAHHA Ha ()parMeHTH 3BYKOBOIO
aitny, mo BianosinaoTs doxemam-TpudoHam. Takum
YHHOM, 30epiraeThes 38°430K 3 HABYANLHOK BUGIpKOI, i
3MiHH CerMeHTallii, mpoBeneHi Ha HaBYanLHil BUGIPL,
aBTOMaTHYHO BinoOpaxaroTscs B 0asy MaHHX IIISAXOM
BHKIHKY KoManau Update Collection.

4 JlocninzKeHHS CHHTE30BAHOI'0 CHIHATY

B pamkax Cryzil ZociiiHHKa YCHOMOBHOTO CHIHaITY
pO3pOGNeHO  CTEHAM  JOCHIKEHHS  CHHTE3y Ta
PO3MNi3HABaHHA YCHOTO MOBJIEHHS [S5]. 3 BUKOPHCTAHHSM
NEPWIOr0  CTEHAY BHKOHYIOTBCA €KCHEepHMEHTA/IbHI
HOCHiKEHHS  po3GIpIMBOCTI  Ta  AKOCTI  3ByHaHHs
CHHTE30BaHOTO YCHOMOBHOTO cHrHany. Ha apyromy
CTEHAl MPOBONATCA  JOCTIZKEHHA  NO(OHEMHOrO
pO3Mi3HABAHHA.

CTeHa AOCHIKEHHA YCHOMOBHOTO CHHTE3y ABIISE
co000l0 BiKHO, NpEACTAaBJCHE MIANOrOBOK MAHEINO 3
OararbMa e/EMEHTAMH DPery/iOBaHHA Ta KOMaHAHHMH
CIEMEHTaMH, fKi JIOTIYHO pO30MTI HA YacTHHHU, AK we
nokasaHo Ha Puc. 2.

Hone 3apauns opdorpadianoro abo doreTHaHOrO
TEKCTy, WO Oyjae NONaHO HA O3BYYEHHA, NO3BOJSE
MaHIyTI0BaTH 3i 3paskaMH TekcTy abo TpaHCKpHIji,
O3BYYEHHMH CHrHaN fAKHX [UaHyeThcs aochiautu. lLle
none  CKIajgaeThes 3 BikHa BuOOpY MOTOYHOrO
03BY4YYBAHOI'0 TEKCTY, TEKCTOBOTO BiKHA Ta KOMAHIHHX
CNICMEHTIB — TyI3MKiB, [M0 CHOHYKAlOTh JIONATH
BBEACHMH y TEKCTOBE BIKHO TEKCT 1O CIIHCKY
03BYYyBAaHHX TEKCTiB a00 BHMJANMTH HENOTPIGHHMI
3pa3oK TEKCTY.

Bixno pubopy npencrasnse coforo crmcox 3pasKiB
oporpadiyHoro abo ¢onernuHoro Tekcry. Ilepui
KLUIbKaHaAUATh CHMBOJIIB CIIEMEHTY CIIHCKY
AONOMAaralTe A0C/HiAHWKOBI 00paTH opdorpadiunmii
/poreTHHIIT TEKCT i3 yBeieHUX paHile.

BuGpanuit  3i crnmcky Teker  ompasy  x
BilOOpaxaeTeCa y TekcroBoMmy BikHi, Ile mo3Bonse
GaunTH TEKCT LINKOM, penarysaTH ﬁorg. Hlo6 noaatu
HOBMH  3pa3ok  Tekcty, opdorpadiunoro  abo
(oHeTHYHOrO, C/1il YBECTH 3pa30K TEKCTY [0 TEKCTOBOrO
BikHa ab0 BiJpenaryBaTH TEKCT MOMEPENHBO AOJAHOIO
3pa3ka i BMKOHaTH KOMaHIy JOJAHHS HOBOTO 3paska



TEKCTy LUIAXOM aKTHBAIlli BifANOBIXHOTO KOMaHIHOIO
mauxa. Takox nepenbadeHa MOXJIMBICTD BHIATHTH
3pA30K TEKCTY.
oitHo mosaHo HOBHII 3pa3ok TekcTy abo BubGpaHO 3
'YBENCHMX paHilue 3pa3sKiB, moJie BHIUICHHA (oHeM-
TputdoHiB BinobGpaxae (oneMHO-TpHOHHI
IPaHCKDHIIIi, WO BiANOBIJAIOTH NMOTOYHOMY 3pa3KoBi
‘tekcty. V notousii gonemHo-TpHOHHIN TpaHCKpHILT
nepen6aueH0 MOXIHBICTH BHAUIATH OKkpeMi (oHemu-
TpHGOHN, AKi 3 METOIO NOCIIHKEHh MOXHA 3aMIHIOBATH
'Ba immi Ta/ao 3ajmaBatH IM  pisHi npocomn:i
XapaKkTepHCTHKH 3a JONIOMOTOK) OTIACAHHX JaJi MOJiB.
[lone  euGopy  ¢Qomem-TpudoHis  H03BOMAE
“migcamxysatu” pisHi (oHeMH-TpHQOHM 3  IHAH-
BiyansHOro yCHOMOBHOIO (hailry JMKTOpa Y (PoHEMHO-
TPH(OHHY MOCTIAOBHICTE 03BY4yBaHOI0 TEKCTY.
OcHoBHMIA efieMeHT nojis BUOOpY oHeM-TpHQOHIB €
tmﬁnuua (bonem-TpudoHis, JBOCTYTHHX y
ki!i;amﬂ1;13,!%:.111,11{;5‘(3( ycHomoBHOoMy daiini aukTOpa, WO
Mictute Gasa HaHMX i 3HAHb O3BYYEHHS TEKCTIB.
noKa3ye Imnie thoHeMH-TpH(OHH-
npe-reﬁnemu, T06T0 Ti GQoHeMH-TpH(OHH, UHA
TepMiHaibHa (GoHema 36iracThCi 3 TEPMiHAILHOK
donemoro  BHmineHoi QoHemm-tpHdoHa |y  moxi
rQoneMﬁc:)--rpmlxo:-:m:n TPAHCKPHITIIi.

V TabnHii KOPOTKO XapakTepH3yIOThCi (OHEMH-
TpUOHA-TIDETCHACHTH, TNOKa3aHo iX OpHriHagbHE
douemue otouenss. 1llo6 3aminuTH BHALTEHY QoHEMY-
TpuQOH ¥ NOTOYHIk (oneMHO-TpHdOHHIH
MOCHIZOBHOCTI  03BYYYyBaHOTO  TeKCTy, HeoOXigHO
pubpaTH QoHeMy-TpHOOH 3 Tabmuili Ta BUKIMKATH
KoMaHay Assign.

IMone perymoBaHHA NPOCOAMYHHMX XapaKTEpHCTHK
CHrHATy [03BOJS€ 3MIiHIOBaTH iHTOHAUiO, TeMn i
rydHicTh CHMHTe30BaHOro cursany. Lle mome MicTuTh
CMHCOK  BCIX  OJHOKBa3imepioNMYHMX  CErMEHTIB
(MiKpocerMeHTiB) BHILIEHOT tdoreMu-TpupoHa
noTouHoi  (oHeMHO-TpHQOHHOI  TpaHCKpHmWii. VY
CyCifHiIX TEKCTOBHX BiKOHeukax BiZOOpaxaloThCA
3HaYeHHA JIOBKMHH BUOpaHOTO OJHOKBasinepioxy Ta
Horo Ty4HOCTI. ITepenbaqena MOXJIHBICTE
PO3MHOXKYBaTH OKpeMi KBa3inepioH.

IllnsxoM 3MiHM [JOBXKHHH KBasinepionis (oHemu-
TpudoHa B MOMYCTMMMX MeXax BinOyBaeThca 3MiHa
iHTOHALiHHOTO KOHTYpY ()OHEMM Ha HH3LKOMY pIBHI.
BukHIaHHS OKpEMUX MikpocerMeHTiB a60 iX MHOXEHH:
NpU3BOAMTL  BiANMOBiZHO O  ckopoueHHs  abo
nojoBkenHs (oreMu-TudoHA BLUIOMY, a OTKE 10
3MiHM HOro TEeMNOPATBbHHX XapaKTePUCTHK.
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3) cexyin eubopy ghonem-mpughonie 3 basu danux i 3HaHb;

5) sacanvui komanoni enemenmu.

4) cexyin pezynio6annA NPOCOOUYHUX XAPAKMEPUCTIUK CUZHARY;

Puc. 2. Bixno docriddcenns yeHOMOSHO20 cunme3sy npeocmaeine cobow 0ianozo6y naHens 3 eNeMeHmamy pezyniosania ma
KOMAHOHUMU eleMeRmamy, AKi niopo30LIAIoMeCA Ha maxi po3oinu:

1) cexyin 3a0anus 038y4yeanozo mexcmy, opgozpadivnozo abo gonemuuHozo;
2) inmepaxmueHuil crUCOK hOHEMHO-MPUGOHHUX mpancKkpunyit 3a0aK020 opgozpagiunozo (ponemuurozo) mexcmy;
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[Nepenbauena TaKoX MOJTHBICTh 3MiHH
IHTOHALIHHMX XapKTEPHCTHK Ha BHINOMY PiBHI ILIAXOM
3a[{aHHA IHTOHALIHHNX KOHTYPIiB CHHTE30BAHOIO TEKCTY.
Binnosinua xomanma y mento (Phraze->Apply intona-
tion) BUKIMKa€ MianoroBe BIiKHO, B SKOMY 3a
CHCMIANbHO  CXEMOK  OMMCYIOTHCH  iHTOHAUiHHI
KOHTYpH puT™MOrpynu abo cuutarmMatuumi. [Ticns
BBEAEHHA  ONMCY  IHTOHAUiHHMX  KOHTYpiB |
MATBEP/UKEHHA  ONepalii, MpOCOAMYHI mapaMeTpu
KepyBaHHs CHHTE3aTOpOM MOXYTe OyTH obuucneni 3a
OJIHUM 3 YBEIEHHX KOHTYPIB.

3aranbHi KOMaHIHI eNeMEeHTH MICTATHCA AK Ha CTEH-
i, OKpeMO Bil ONMHMCaHWX BHIIE CEKLil, TAK i B MEHIO.

ITicns 3aMOBHEHHA HAIEKHHM YHHOM MONIB CTEHAY
NOCJIDKEHb YCHOMOBHOTO CHIHANY MOJ3E€ThCA 3araabHa
KOMaHJa O03By4YeHHA TekcTy. Ha camoMy modatky
poboTH 3i cTenoM HeoOXiaHO 3aBanTaxuTH 6a3y NaHHX
i 3HaHb JUIS O3BYYEHHS YKPAiHCHKUX TEKCTIB 3araibHOIO
KOMaHI0K 3 MeHi0. OHOYaCHO MOKIMBO MpalOBaTH
AK 3 JeKinbkoMa 0a3aMM NaHuMX, TaKk i 3 pIiSHUMH
CTEHJIaMH JOCIIi/DKEHHA CHHTE3Y YCHOI MOBH.

3aranpHHH MOpPANOK POGOTH 31 CTEHIOM AOCTIAHMKA
YCHOMOBHOI'O CHHTE3Yy BHIJIAJAE€ HACTYNHHM YHHOM.
li{o6 3anoyarkysaTm HOBI nocnimkenHs, y Cryaii
NOCHIIHHKa YCHOMOBHOTO CHTHANY CTBODIOEMO HOBHii
ANOKYMeHT THIly CTeHJ NOC/AIAHUKA 03BYYEHHA TEKCTIB
(Speech Synthesis Master). Jani HeoOXiHO BHK/IMKATH
Gaiin 6asu paHWX | 3HAaHB O3BYYEHHS TEKCTIB
(Phones->Add speech DB). Taxim uMHOM 3aJ3€ThCs
OCHOBHA KOH(irypauis AOCHiIKEHb: NPHUPOIHS MOBa,
(oHeTHYHI 3HaHHA Ta YCHOMOBHMH (aiin muxtopa. Ipu
HACTYNHOMY ceaHci pobGoTM 3i cTeHaoM y wilf ke
koH(Qirypauii ¢aiin 0a3u AaHux i 3HAHL 03BY4EHHS
TEKCTiB 3aBaHTAXKYETHCA ABTOMATHYHO.

Hogwuii 03BY4YBaHHi TEKCT, HaIpHKIan,
(poneTHYHMI, BBOAMTBCA Yy TEKCTOBOMY BiKHI oA
3a/laHHA 03BY4YBAHOTO TeKCTY, a MOTIM JA0HAEThCA
CYNyTHBOX KOMaHa0l Add. lpu npoMy aBTOMAaTHYHO
BifoOpaxaeTbCs  BiAMOBiAHa  (OHEMHO-TPHQOHHA
TPaHCKPHIILIA Y TONOBHOMY BiKHI MoOJis BHIINEHHS
doneMHO-TpHGOHHUX TPAHCKPHITLIIA.

Hani  mincamkyemo Ti  Qonemu-tpudonu 3
YCHOMOBHOro (aiimy nukropa, #Ki 3arIaHOBaHO
mocrmiguTv. Jlna  OBOro  3a  JONOMOTOI0  MMUIIKH
BUALISEMO 10TPiOHY (oHeMy-TpHOOH 3i  CHHCKY
HOCTIKYBAHHX (OHEMHO-TPUPOHHMX MOCIIiI0BHOCTEI,
obupaemo  (oHeMy-TpPHPOH,  AKY  3aIUIaHOBAHO
“migcaauTH”, 3i cMCKY MOMUIMBHX (OHEM-TPHGOHIB B
YCHOMOBHOMY daiini aukTOpa, i 3aKpiwmoemMo 1xo
3aMiHy KOMaHIO Assign.

3MiHH IHTOHaINii MPOBOAMMO fK HA BHLIOMY piBHI
OUIAXOM 3a/IaHHA IHTOHALIHHWMX KOHTYpIB, Tak i Ha
HIKYOMY, BPY4HY 3MiHIOIOYHM JOBXHHH KBa3imepioiis.
Ocranne 3iHCHIOETBCA HUISXOM 3MiHM 3HaYeHb Y
BIKOHEUYKY JOBXHHHM BHIiNeHoro ksasimepiomy. Llloiino
TOYKA BBEJECHHs Tepeiifie 10 IHIIOrO eneMeHTa CTEHIY
(MHIIKOKW BHIINAEMO HACTYyNHHM KBasinmepion), 3mineHi
3HAYEHHA JIOBXHHH KBasinepiomy 3anam’ATaroThea i
OymyTh BUKOPHMCTaHI NPH HACTYMHilf NpoUenypi CHHTE3Y
CHrHAITY.
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TemmnopansHi 3MiHH NPOTOTHITY HAa HAU3BKOMY DiBHi
3MIACHIOIOTECA 3a JONMOMOroK MaHIMyJIAWil 3 Mikpo-
cermMeHTamMu (oHeM-TpuoHiB. MHOXKEHHT BHAINEHHX
MIKpOCErMeHTIB 3a JQomoMororo komaeau Duplicate
NPH3BOIUTE 0 TIOJIOBXKEHHA OKpeMol (hoHeMu-TpH(oHa,
a OMKe i 710 3arajbHOrO CIOBLIBHEHHS Temmy. BHKH-
AaHHA MIKPOCEIMEHTIB, TOOTO 3ajaHHA iM HYyIH0BOL
HOBXMHH, MPH3BOAUTE N0 CKOPOYEHHSA J[IOBKHHH
(boneMu-TpudOHa, a TOMY — 10 IPACKOPEHHS TEMTTY.

Hapewrri, xomaHnolo Listen fext 3amyckaemo
NPOHeNYpY CHHTE3y, sKa MONENE OPHTIHAILHMN
ITOPHTM CHHTE3y YCHOMOBHOTO CHTHANy B 4acoBo-
aMrutiTynHil obmacti. [Ipn nboMy BiAKpHBacTLCH HOBHI
JOKYMEHT  THIY Venomosnuii cuzHan,  KylH
aBTOMAaTHYHO BCTABIAETHCA CHHTE30BAHUMIN CHIHAN, KWl
TEnep € AOCTYNHHM /i MPOCIYXOBYBAHHS, aHAmi3y Ta
nojansmoro gocnimxenns (Puc. 1).

[Ipy mpociyXoBYBaHHI eKCMEPTAaMH CHHTE30BaHMX
AK OKPEMHX CJiB, TaK i 3JIATOrO MOBJEHHs, G6yio
3’5COBaHO CJIOBECHY pO30ipIHBICTE CHHTE30BaHOIO
CHrHany, IO BHMABMNIACA Ha piBHI He MeHme 90% Ha
HEPIWIHX CEHCaxX, 3pOCTAalOYH 3a MIpOK “3BHKaHHA" 10
CHHTE30BaHOTO roocy.

5 BucHoBkH

3anponoHoBaHHi METON CHHTE3y HO3BOJISE 03BY4YBATH
YKpatHChKi TEKCTH 3 NoBOJ npnifm;rrﬂom
pO30ipAMBICTIO, HATYPAIbHICTIO CHHTE30BAHOTO CHIHATY
Ta 30epeKeHRAM iHAMBIAyanbHOCTI MOBLA.

O6car akycTHIHMX JaHHHX, IO BHKOPHCTOBYIOTHCA
NpH CHHTE3i, Y PO3TOPHYTOMY BHIJIAAI CTAHOBHTH Bil
5 MB i Bume ans oaHoro aukropa. O6car miHrBicTHIHOT
iHpopManii, Mo BUKOPUCTOBYETHCH [UIA PO3CTABJICHHS
HAroJIoCiB B YKpPaiHChKHX CIOBax cTaHoBUTH 4 MB. Taki
o0CArdH JaHWX, a TakoX BHMOrH [0 IIBHAKONII €
NPUHAHATHHEMHA  JUIA  3aCTOCYBAaHHA B  peaJbHHX
KOMIT'IOTEPHHX CHCTEMaX Ta B NOPTATHBHMX MPHCTPOAX
Ha Cy4acHiii enekTpoHHiii 6a3i.

YekaroTe po3B’A3Ky NpoOJieMH HEOAHO3HAYHOCTI
HaroJIOCiB Ta TOYHOT BiANIOBIAHOCTI THITB IHTOHALI.
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ABSTRACT

This paper deals with word stress modelling for use
in text-to-speech systems, It describes one of the ways of
stress modelling. Several experiments were carried out
for different phonemes containing stress and other
prosodic features. Listening tests with specially designed
words were set up for the comparison of speech
generated from each experiment. The results show that
the examined way of stress modelling can increase
mtelligibility and naturalness of the synthetic speech.

1. INTRODUCTION

Stress is the basic feature for word delimitation in
continuous spoken speech, emphasising different parts of
words. The emphasised part of the word depends on the
language; in Czech it is usually the first syllable. Stress
is mostly the only feature that can delimit words in
spoken speech without other information on the context
and meaning of a sentence, e.g. “fepivo” (material for

- buming) and “fo pivo” (this beer). Therefore, in TTS

systems stress can rapidly increase the intelligibility and
naturalness of the speech generated by them.

Stress consists of all three prosodic features, i.e.
duration of phonemes (also known as tempo of speech),
intonation (frequency F,of voice base tone) and intensity
(loudness). Each of these features is emphasised
differently in individual languages. Intensity is the most
important feature for Czech, followed by intonation and
duration [3].

2. STRESS MODELLING

In our previous research, a text-to-speech system
ARTIC (ARtificial Talker in Czech) was built. This
system is based on unit concatenation in the time domain
[2] and was used for experiments with stressed units
presented in this paper.

A new speech corpus recorded by a female speaker,
comprising several hours of speech, was used for
building the speech segment database (SSD) for this
system. A fully automatic process based on hidden
Markov models (HMM) was used in a segmentation

© UkrObraz*2002

Modelling Word Stress for Use in Speech Synthesis

Daniel Tihelka, Jindfich Matousek, Martin Vlach

University of West Bohemia in Pilsen, Department of Cybernetics,
Univerzitni 22, 306 14 Pilsen, Czech Republic

dtihelka@kky.zcu.cz, jmatouse @kky.zcu.cz

process, and the speech corpus was segmented into
Jfenemes (each feneme corresponds to one state of HMM;
each HMM is used for the modelling of a triphone, see
Figure 1) [2].

‘
3
.

1
1
'
I
1
1
1
1
I

Figure 1: The correspondence of three-state HMM, a
triphone and fenemes. The dashed lines
show the boundary of a triphone, the
dotted lines show the boundaries of the
fenemes of the vowel “a”.

Representative segments were stored in the speech
segment database after the segmentation process. A very
simple scheme of this process can bee seen in Figure 2.

Segmentation

process SSD

K1
E 3

Figure 2: Simply scheme of segmentation process

85



ARTIC can work with prosodic features. All these

are represented as a contour of changes from the base
value, and the concatenation method can modify
concatenated units according to contour requirements.

There are two basic ways of modelling the stress

features in TTS systems:

86

Using the contours from prosodic features for stress
modelling, especially the contour of intensity and
intonation for Czech speech. For a simple scheme of
this system see Figure 3. In this case, the prosody

Basic prosodic features
contours with stress
stress esti ator
Units used for
Umt selection | concatenation
proccss
Synthems
method
Output speech

Figure 3: Simple scheme of TTS with stress
features generated by a prosody
generator.

generator estimates the basic contours of all
prosodic features for the whole sentence (these
features depend on the sentence type). The stress
features of all stressed phonemes must be added to
the basic contours. This means that the generator
must be able to estimate phonemes with stress. The
transcription module provides transcription to the
concatenated units (fenemes in our case) stored in
SSD, which are independent of stress. The synthesis
module joins units together and changes their
prosodic features according to the required contours.

Using units from SSD which directly contain stress.
Units with stress are segmented independently of
other units. The prosody generator generates only
basic contours of all prosodic features for the whole
sentence (according to the sentence type) but
without stress contours. The transcription module
must be able to estimate units with stress in this
case, and must choose the right units from SSD. The
synthesis process, as in the first step, must change
the units to follow the required prosodic features
contours. A simple system scheme can be seen in
Figure 4. In our research we focused on the second
approach, as described below.

Basic prosodic features
sody contours only
Text am
Units used for
Unit selection + | concatenation
stress &stlmamr

Synthesis
method
- v

SSD
re =

Must contain all variants

of unit (stressed, last, ...) Output speech

Figure 4: Simple scheme of TTS using units with
stress features

3. PHONEMES USED AS
PROSODIC UNITS

The statistical approach based on hidden Markov mMels

was used, as mentioned above. The following” text

describes the positions and types of phonemes chosen for
prosody modelling:

1.

At first, the vowel in the first syllable of each word
with one or more syllables was modelled as
stressed, which means that this unit contains stress.
All other vowels and consonants were modelled as
unstressed, because, as we mentioned, stress lies on
the first syllable in Czech, and intensity change is
usually bigger in a vowel than in a consonant. It can
be expected that this simple approach will increase
the intelligibility of speech without a large increase
in the size of SSD.

The vowel in the first syllable (as in the previous
case) was modelled as stressed, and the vowel in the
last syllable in the words with two and more
syllables was modelled as final. This means that it
lies at the end of the word, and it is possible that the
next syllable will be stressed. All the other units
were modelled as unstressed. A bigger intensity and
intonation contrast between the stressed syllable and
the final syllable can be expected, increasing the
delimiting feature of stress in Czech. Generated
speech could be more intelligible and the size of
SSD could still be reasonable.

All vowels and consonants in the first gyllable were
modelled as stressed and all vowels and consonants
in the last syllable were modelled as final. All other
triphones (i.e. triphones in the middle syllables)
were modelled as unstressed. Syllables are modelled




with a greater precision in this approach, as every
triphone of the word contains information about its
position in the word. We expected that this approach
would bring the highest intelligibility and
naturalness. Using this approach, the size of SSD
will be the largest.

Three-state left-to-right models were used for all
described units. These models had the same initialisation
of the state mean vectors, covariance matrices and
transition matrices before the training process.

3. THE METHOD FOR RESULTS
COMPARISON

We set up small listening tests for the comparison of
results obtained with different prosodic units. These tests
were designed especially for Czech phenomena on
words boundaries.

Here are some examples of word pairs which are
differentiated from each other by stress positions. The
individual words were used in the sentences for the
listening tests:

topivo (fuel) to pivo (that beer)
tabulka (a chart) ta bulka (that roll)
prsten (aring) prs ten (that breast)
Jak obéiné (as circular) jako béiné  (as usual)
Etc.

There were 15 sentences containing one of these
words. Each of these 15 sentences was synthesised from:

¢ SSD without stressed units at first (synthesis output
No.l in the following tables).

* SSD containing units for vowels in the first syllable
of the word (synthesis output No.2).

* SSD with units for vowels in the first and in the last
syllables of the word (synthesis output No.3).

¢ SSD with units for all phonemes in the first and in
the last syllables of the word (synthesis output
No.4).

Naturally, for each synthesis output mentioned,
ARTIC had to be able to select the right units for each
used SSD.

23 people took part in the listening tests (14 female
and 9 male listeners). Every listener heard 10 sentences
in all their versions (4 versions per sentence) and had to
select the sequence of types of each sentence from the
best to the worst. The best type was evaluated by 4
points, the worst by 1 point.

4. RESULTS

Let us compare the sizes of the Speech Segment
Database first.

As can bee seen in Table 1, the size of SSD was very
similar for syntheses No. 1 and 2, as synthesis No.2 has

Number of Size of SSD
SSDwsed | o in 58D [MB]
No. 1 9097 17.501
No. 2 10108 20.808
No. 3 10635 31.165
No. 4 11877 47.566

Table.1 SSD sizes for different prosodic units and
number of units in the SSD.

only 1011 stressed units (triphones, corresponding to
vowels at the beginning of the word). The size of SSD
for synthesis No.3 is still not very big, as 527 units were
added for modelling vowels at the end of the word. On
the other hand, the size of SSD used for synthesis No.4
is a little bigger.

Let us now compare the intelligibility and naturalness
of speech generated from different SSD. The listening
tests (see section 3) were used for comparison, and the
results can be seen in the following table.

Synthesis type
e No.l1 | No.2 | No.3 | No.4
1 30x 40x 160x Ox
2 80x 120x 30x Ox
3 120x 60x 40x 10x
4 0x 10x 0x 220x
No. of points 600 650 810 240

Table 2: Total results of the listening test. Each
number represents the number of occurrences
at a given place.

1 2 3 4

Figure 5: Evaluation of the listening tests.

Figure 5 shows the results from Table 2. You can see
that the synthesis, which uses SSD No.3, has the best
quality and naturalness. It is due to the usage of prosodic
units (vowels) at the beginning and at the end of the
word, as these parts carry the most important word
prosodic information, and the intensity difference
between these parts (between the end of the word n and
the beginning of the word n+1) is sufficiently big.

87



b)

1808

0 05 10 15l

18 sl

05 1.0 150

Figure 6: Speech signals for the words “tabulka” (a, ¢) and “ta bulka” (b, d) from SSD without prosodic units (a, b)
and with stressed and final vowels as prosodic units (c, d).

Using SSD No.4 for speech generation, the best
results were expected. However, this speech turned out
to be the worst. It is due to the small number of units
used for training the HMMs, as every unit from SSD
No.1 had 3 variants in the SSD No.4.

7. CONCLUSION

We tried to add the stress of the words to the speech
generated by our TTS system ARTIC for the
improvement of intelligibility and naturalness. We used
an approach based on special units used for different
phonemes in the word. Three different prosodic unit
types were used: stressed, final and all others.

Special listening tests were designed for generated
speech comparison. The tests consisted of sentences with
specially designed words.

The listening tests showed that this approach brought
higher intelligibility and naturalness, especially when
vowels in stressed and final syllables of the word were
modelled independently of other phonemes.

Stress modelling directly by a prosody generator is
planned as our future work.
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ABSTRACT

Phonetic baseforms are the basic recognition units in
most speech recognition systems. These baseforms are
usually determined by linguists once a vocabulary is
chosen and not modified thereafter. However, several
applications, such as name dialling require the user to be
able to add new words to the vocabulary. These new
words are often names or task-specific jargons that have
user dependent pronunciation.

In this paper, we describe a method how to generate a
phonetic baseform from acoustic pronunciation of a
name without a prior knowledge of the name spelling.
We used a language model based on bigram statistics.

1. INTRODUCTION

There has been  considerable  interest in
telecommunications and embedded speech recognition
application that provide personalized vocabularies.
Name dialling is one such example of a telephonic
application where it is necessary to have ability to
provide speaker dependent vocabularies for repertory
dialling. This feature enables the user to add even such
words to the personalized vocabulary for which a
spelling or acoustic representation does not exist in the
speech recognition lexicon, and associate these words to
a phone number to be dialled. We will show how
speaker dependent baseforms could be derived from one
or two speech utterances by using speaker independent
acoustic model and a language model. We use the
bigram probabilities to constrain the transition between
phonemes.

The structure of this paper is as follows. In Section 2 we
present our recognition system and its components:
Speech recognition engine, acoustic modelling,
front-end, labeller and decoder. In Section 3 we describe
baseform generating algorithm. The mumble model is
described in Section 4. In Section 5 language model for
names and surnames of Czech Republic inhabitants is
described. Experimental results are contained in Section
6 and Section 7 is conclusion.

© UkrObraz’2002

2. SYSTEM OVERVIEW

The speech recognition engine is based on a statistical
approach. It comprises a front-end, an acoustic model, a
language model and a decoding block [1].

Acoustic Modelling: As a basic speech unit of the
recognition system a triphone is used. Each triphone is
represented by a 3-state left-to-right HMM with a
continuous output probability density function assigned
to each state. Each density is expressed as a mixture of
multivariate Gaussians with a diagonal covariance
matrix. The Czech phonetic decision trees were used to
tie states of Czech triphones.

Front-end: The speech signal is digitized through a
telephone board at 8 kHz sample rate and converted to
the mu-law 8-bit resolution format. The parametrization
process used in our system is as follows: Firstly the pre-
emphasized acoustic waveform is segmented into 25
millisecond frames every 10ms. A Hamming window is
applied to each frame and 13 MFCCs (including the
energy coefficient co) are computed. The first-order and
second-order derivates of MFCCs are computed and
appended to the static MFCCs each speech frame.

Labeller: The recognition algorithm uses 2510 different
tie states, each of which represented by a mixture of 8
Gaussian distributions in the 39-dimensional space. Thus
during a decoding it is necessary to compute a large
number of log-likelihood scores (LLSs) every 10ms. In
order to perform the recognition in real time the number
of calculations is reduced by applying a technique which
seeks to find and precisely determinate only first 150
most probable LLSs. This technique efficiently uses
relevant statistical properties of the Gaussian mixture
densities combining them with “a priority hit” technique
and the kNN method. This approach allows more than
90% reduction of a computation cost without substantial
decrease recognition accuracy.

Decoder: The decoder uses a crossword context
dependent HMM state network generated by a Net
generator. The input of the Net generator is a text
grammar format represented by an extended BNF with
respect of JSGF. The whole net consists of one or more
in run-time connected regular grammars. A considerable
part of the net is usually generated before the decoder
starts but every part of the net can be generated on
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demand in run-time. The decoder utilizes a Viterbi
search with a beam pruning.

3. PHONETIC BASEFORMS

Phonetic baseforms are the basic recognition units in
most speech recognition systems. These baseforms are
usually determined by linguists once a vocabulary is
chosen and not modified thereafter. However, several
applications, such as name dialling, require the user be
able to add new words to the vocabulary. These new
words are often names or task-specific jargons that have
user dependent pronunciations.

The phonetic baseform is sequence of phonemes which
represents a given utterance (name). We can create it
manually (by phonetic transcription rules) or
automatically.

Example of baseform (for the Czech phonetic alphabet):

Name: Lud&k Miiller
Manually: silludjeksilmilersil
Automatic: silrideptsilmelaarsil

Some utterances can be pronounced by several ways
depending on speaker, speaking style, and other
conditions. Therefore, generally more than one baseform
can be constructed and stored for an utterance (e.g. a
person name). In this work we used only one phonetic
baseform for each person name.

Each baseform can be easily added manually. In the case
of automatic baseform generation the user for example
can be required to say the given person names twice and
for each utterance a baseform should be automatically
generated.

The baseform generation algorithm is based on Viterbi
algorithm [3] that searches the best phoneme path
through the HMM net consist of all Czech phonemes and
a set of phoneme transitions. The net structure is
dependent on the language (phoneme) model and can be
interpreted also as so-called mumble model described in
more detail in the Section 4.

Also N-best hypotheses instead the first best hypothesis
can be considered and in this case the decoder should
produce a list of the most probable phoneme sequences.
The recognition results can be stored as well in a
phoneme graph which is an analogy to the word graph in
the case of N-best word sequences decoding problem.

4. MUMBLE MODEL

The mumble model is constructed as a set of HMM [4]
models connected in a parallel fashion. Each HMM
model is 3-state left-to-right and represents one context-
independent phone. The structure of the mumble model

is depicted in Figure 1. Actually the probabilities of
emission of an observation vector in a given state are
evaluated as the maximal emission probability of all
corresponding states of context-dependent triphones.
Thus neither additional HMM meodels nor additional
training is required. The value of the backward loop
probability BPr causes a various length of the phone
sequence recognized by the network in Figure 1. While
the higher value produces more insertions, the small
value induces more deletions in the resulting phone
sequence.

BPr

Figure 1.

In Figure 2. is mumble model with language model basis
on bigrams with full matrix of transition probabilities.
Language model is described in Section 5.

};
| |
|
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5. LANGUAGE MODEL

The language model generally restricts variety of words
sequences W and consequently also phone sequences.
This restriction may be either deterministic (i. e. some
words or phones sequence are not allowable) or "softer"
stochastic (some word sequence are less probable). In
our case we chose a probabilistic approach and an
absolute discounting language model with backing-off
for conditional probabilities method.

The basic idea of the absolute discounting language
model with backing-off for conditional probabilities is to
keep a high number of joined events (h, w), a word
history h and a word w, almost unmodified. We suppose
that the number of occurrences of joined events in
training text will not change probably too much, if we
select another training text of the similar size (from the
same problem area). To consider possible variability of
the number N(h, w) of occurrences (h, w) in text we
introduce parameter of permanent deviation b,, so-called
absolute discounting parameter that decreases the
number of seen events N(k, w). Furthermore we suppose
that b, is not dependent directly on the value N(h, w),
nevertheless it is dependent on the history A. This
deviation must remain negative because unseen events in
the text requires nonzero (thus positive) probabilities. By
means of absolute discounting parameter b, the part of
probability mass is redistributed from the seen events to
unseen events. The resulted formulae for the absolute
discounting language mode) is:

N”l, W) ot bh

T S R for N(h,w) >0
it N(k)
pofn =1y ng (k) Aoy

b . —, for N(h,w) =0

N(h) s pol
WiN (iw)=0
1)

where ﬁ(wIE) is a conditional probability of observing
the word w given the generalized history h . The
generalized (also reduced) history h is defined as:

¥ (hw) n-gram (w,,w,,..,w,), then (i_t,w) is

(n-1)-gram (w,,....w,).

Our language model was created for names and
surames occurring in Czech Republic. We had at
disposal 4 137 different names and 236 769 different
surnames. In total we had 10282470 names and
10296 459 surnames. As a basic unit of the language
model we chose a phoneme which means that before
computing individual probabilities we had to perform a
phonetic transcription. Foreign names and surnames that
are not subjected to Czech phonetic transcriptions rules
were transcribed manually and saved into vocabulary of
exceptions. After the phonetic transcription we

computed probability of unigrams, bigrams and trigrams
according to equation (1). Results are shown in Table 1.
including the task perplexity and entropy.

Characteristics of training and test corpus
training test
number of names 20579 070 9 488}
number of phonemes in
vocabulljzl:ry V) 44 44]
junigrams (N) 174 692 140, 77 100
different unigrams (nr(.,.)) 44 431
E unseen unigrams (n0(.,.)) 0 1
& [singletons (nl(.,.)) 0 0
E |doubletons (n2(.,.)) 0 0
perplexity 19.22 19.03
entropy 4.26] 425
bigrams (N) 154 112095 67 612
different bigrams (nr(.,.)) 1392 852J
« [unseen bigrams (n0(.,.)) 544 1084
E, singletons (nl(.,.)) 35 101
& [doubletons (n2(.,.)) 13 60
perplexity 995 10.11
entropy 3.32 3.34
trigrams (N) 133532050, 58 124
different trigrams (nr(.,.)) 18 904/ 4999
« |unseen trigrams (n0(.,.)) 66280 80 185
Eu lsing!etﬂns (nl(.,.)) 1 198 1725
‘E |doubletons (n2(.,.)) 645 757
rplexity 4.70 4.54
tropy 223 2.18
Table 1.
6. EXPERIMENTAL RESULT

In the speech recognition system equipped by an
acoustic and alanguage model it is practically
advantageous to use different weights of the language
and the acoustic model. These weights can be defined by
two variables p a s. The word insertion penalty p is a

fixed value added to each token when it transits from the
end of one word to the start of the next. The grammar

scale factor s is the amount by which the language model
probability is scaled before being added to each
hypothesis as it transits from the end of the word to the
start of the next. These parameters can have a significant
effect on recognition performance and hence, some
tuning on development test data is well worthwhile.
Formulae for computing with parameters s and p:

10g(P(0, w,|w;)) =10g(P(O]wy)) + s - log(P(w, [w)) + p
@)
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where O is observation vector sequence generated by
Hidden Markov Model; w; and w; are phonemes and P is
a likelihood.

After the language model had been created we
performed several tests. The first test was performed
using 718 utterances. Each utterance consists of person
name and surname. From 718 utterances two sets A, B
were randomly chosen. Each of them contained 25
different utterances. Two training sets were constructed.
The first one (T1) is equal to the set A and the second
one (T2) is composes both sets A and B. The test set
contained all 718 utterances. From sets A and B the
baseforms were generated. The test set was recognized
on basis these baseforms. Results are shown in Table 2.
for the grammar scale factor s = 1 and the word insertion
penalty p = 30 000.

Number of baseforms 25 (T1)}] 2x25 (T2)

Number of utterances 718 718

Correctly recognized 554 601

Incorrectly recognized 164 117

|Correctly recognized [%] 77.16 83.70)

Incorrectly recognized [%] 22.84 16.30}
Table 2.

Following series of tests were performed with the same
set of 718 utterances. 25 utterances were always
randomly chosen (one for every name) and all the 718
utterances were subsequently recognized with various
values sand p. General results shown in Table 3. are
arithmetic mean of all individual tests.

s/p | 20000 | 25000 | 30000 | 35000 | 40000 | 50000
-1 ] 75.81 | 75.07 | 72.28 | 68.71 | 64.02 | 59.52
0] 7953 | 79.20 | 7591 | 74.74 | 70.98 | 63.37
1 ]79.02 | 7846 | 77.21 | 76.42 | 74.47 | 68.48
2| 76.04 | 7855 | 79.06 | 77.11 | 76.93 | 74.65

Table 3.

In the final test we tried how the system works for one
user. We recorded 200 utterances by one user
(4 utterances for each full name from the test A. From
200 utterances we randomly chose 25 utterances of
different names and for each utterance a baseform was
generated. The rest (175) utterances were recognized
with these baseforms. We executed two tests with
different training utterances. Results shown in Table 4.
are arithmetic mean of both the tests.

s/p | 20000 | 25000 | 30000 | 35000 | 40000 | 50000
0 94 93 92 90,5 88 84
1 93.5 92.5 93 95.5 91.5 87.5
21 995 | 975 | 915 89 89 90.5
Table 4.
7. CONCLUSION

We have presented a system for recognition and
automatic phonetic baseform generation. We used an
acoustic model and a language model with bigram
probabilities to constrain the transitions between
phonemes.

In conclusion, we believe that we have a viable
technique for automatic generation of phonetic
baseforms that give a good decoding accuracy with our
speech recognition system. This is particularly useful for
our telephony dialogue system where personalized
vocabularies are a must.

Experimental results show that the recognition based on
acoustic baseforms has a good accuracy. The highest
achieved accuracy (s=2, p=20000) for system
working with one user is greater then 99 %.

In the future we want to provide further improvements in
accuracy.
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ABSTRACT

The first part of this paper' proposes a formal
theoretical framework for prosody description. This
framework is based on empirically acquired axioms
(following the linguistic structuralism) and in terms of
the mathematical set theory it presents prosody as a
relation between abstract sentence underlaying structures
and intonation (together with timing). On the basis of this
framework one can utilise various system description and
analysis methods as well as pattern processing techniques
to model the aforementioned relation. The second part of
this text introduces the application of this framework to
the Czech text-to-speech system ARTIC. It uses rules to
place abstract intonation schemes (melodemes and
cadences) depending on the position of an intonation
centre of an utterance.

1. INTRODUCTION

Probably all text-to-speech (TTS) concerned papers
agree that naturalness and also intelligibility of synthetic
speech strongly depends on its prosodic quality.
However, if one asks what such “prosodic quality”
means one usually gets an answer vaguely summarising
the goal of all prosody research to make TTS sound
“human-like”, no matter methods involved and long-term
perspective offered. Indeed, this is under certain
circumstances true but we feel that more comprehensive
insight to this problematics is needed if the
aforementioned dream of all TTS designers should be
fulfilled. In this paper we present results of the initial
stage of our research on prosody which tries to employ
some results achieved by the functional approach of
Prague Linguistic School. Couple of our results were
utilised and applied to the state-of-art Czech TTS system
being developed at Cybernetics department of the
University of West Bohemia in Pilsen.

2. PROSODY PROPERTIES

Although “prosody” is generally known as a sort of
synonym for suprasegmental features of human speech,
we will try to give more formal conception. First of all
we must cope with some empirical observations as well

1 This research is supported by the Grant Agency of
Czech Republic no. 102/02/0124 and the Ministry of
Education of Czech Republic, project no.
MSM235200004.
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as set up what we want to achieve. The latter is
explicated by an assumption, that “acceptably natural
prosody” means such suprasegmental properties of
synthetic speech that would be produced by a human
speaker in a clear and intelligible utterance without
excessive emotional concern. The former can be briefly
summarised by following:

Axiom 1 (based on [1]):

I. Every continuous speech is divisible into smaller
units (we will call them “phonemic clauses”).

II. These units have their own specific intonation
(e.e. melody and intensity, or contour of
fundamental frequency and volume) and timing.
The word “intonation” is used for the attribute
constituted by melody and intensity.

I1I. These units can be separated by pauses.

Axiom 2: (3
“Prosodic quality” of every utterance can be fully
described by intonation and timing.

Axiom 3 (for discussion see [1], [2], [3]):

Intonation and timing are “functionally involved”;
they are constituted by elements where some of them
have linguistic function(s) meanwhile some of them do
not. Most relevant functions are delimitative and
semantical.

The semantical function is (at least) of two kinds: it
helps a listener create a notion of an utterance's meaning
(as a linguistic concept) and participates in creating an
utterance's (ontological) content (or factual knowledge)
which can poorly be derived from the text itself.

Axiom 4 (see [1]):

The principle of tolerance and relevance. Each
element of a certain functional layer can realise itself
freely within boundaries given by a system.

We do not have enough space to discuss the above
axioms and we are aware they might be somehow
modified when facing future research. Further in the text
we will use this notation: <x;, X,... X,> is an ordered n-
tuple of objects X;... X, (in this order); relation R is a set
of all 2-tuples <y, x> such that objects y and x (in this
order) are in a relation R (e.g. yRx); for a relation R
symbol dom(R) is a set of all x such that 8 y x)eR ; for
a relation R symbol mg(R) is a set of all y such that

{y,x)ER; for a set A symbol pot(A) is a set of all
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subsets of A; for sets A and B operator A|B
produces a set of <y, x> such that
(y,x)€A|B=(y,x)EAA yeB (notation is based
on [10] and slightly modified).
Now we can propose the following definition:

Definition 1:

Be relation P, <ITs;, <TRs, MRs, A>> € P', called
prosody. TRs is the tectogrammatical representation of a
sentence S, MRs is the morphonological representation
of a sentence S, A stands for stochastic attributes
(perhaps properties that cannot be modeled otherwise),
ITs; is the set whose elements adequately describe
intonation and timing of sentence S realised as an uttered
sentence token J.

Tectogrammatical representation is such a (non-
linear) representation of a sentence which describes both
its meaning and its syntax in terms of so-called
tectogrammatical layer of language description. In detail
it is elaborated and described in [4], [5]. It can be also
called a semantical structure. Morphonological form is
understood as a form which represents a sentence as it
appears in its very surface structure (more specially for
our purposes we can call this a graphemical form).
“Adequate description of intonation and timing” is a very
vague term but this way we leave the question of
suitability of various techniques of intonation and timing
description open.

The “real” nature of the aforementioned relation is
somehow infinite (note the original meaning of this word
is closely related to indeterminate) thus it would be of
great benefit to utilise some mathematical theory for
indeterminacy description (see very promising [10]). So
far we must settle for the following (maybe contra-
intuitive) assumption which helps us establish some sort
of “discourse universe”:

Axiom 5:
For each 3-tuple <TRs, MRs, A> all possible uttered
sentence tokens have been brought to existence.

Theorem 1:

Y S€dom(P')3IT, IT;,Ermg(P’):

(8 . ITs,)EP'A(S IT5,)EP =Ty #IT,

Proof is a direct consequence of axioms 4 and 5. In short

it formalises the fact that one sentence can be uttered in
more ways (concerning intonation and timing).

Definition 2:
Acceptably natural prosody is the relation P = P'| Q
where
Q€ por(rng(P’)) such that
Y Sedom(P')Y qemg(P'):
qEQeq= argmin J(S ,q,)

q::({S.q,)€P’
where J(S, q) is a criterial function such that (in case of
suitable indexing) J(S, q)) <J(S, @2) < ... < I(S, @a).
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Theorem 2:

P is a function.
Proof results from the definition 2 and from the
requirements posed on the criterial function J(S, g)

because for each § edom (P) exactly one ITs is given.

The responsibility for constituting functional (not in
terms of linguistics but in terms of mathematics)
dependency between prosody and text is thus put on the
criterial function that can be represented for example by
some subjective perceptional tests. Basically its goal is to
choose one realization of intonation and timing that is
best in terms of given criteria. Technically for the sake of
artificial prosody generation (in TTS systems for
instance) we may outline the criterial function so as to
select such realizations which are as close to specific real
data as possible.

Through the above approach we postulated and
formalised functional dependency between intonation
(plus timing) and abstract linguistic representation of a
sentence which can be derived from graphemical (i.e.
generally morphonological) representation of this
sentence and its context. The reason we considered the
tectogrammatical level of representation as underlying
instead of some “more surface” level is straightforward:
the tectogrammatical representation (TR) is able to
describe contextual information with regard to the
relevance of fopic-focus articulation (TFAY which
reflects communicative function of a sentence (this can
deal for instance with communicational aspects of word
ordering which has a significant relevance in Slavic
languages). For details see [4], [5], [6], [8]. We are
convinced that ignoring all these aspects of text could
bring some short-term advantages but seems to be
shortsighted when facing the long-term goal of cognitive
sciences.

Our framework allows us to understand prosody in
terms of the system theory and thus model it using
methods based on system description and analysis (in
practical applications a lot of work can be done by
pattern processing techniques). For the importance of
language structures formalising see for example [7].

3. APPLICATION FOR CZECH TTS

Concerning the above mentioned we distinguish two
levels of prosody description (see [1], [2], [3], following
the Prague linguistic structuralism): functionally
motivated and acoustically motivated (though this term
might not be best fitting). We are far from thinking some
great progress can be achieved without co-operation of
these two constituents so we adopted and slightly
changed terminology as it is presented in [3].

Continuous text - in written form - is segmented into
sentences which we understand to be particular
utterances (to make the problem easier) - in spoken form.
Each utterance is divided into major and (optionally)
minor phonemic clauses (also called prosodic phrases)
which are then rhythmically segmented into phonemic
words (a phonemic word is one or more words
subordinated to one word-stress). We can actually say it




 is almost a rule in Czech to place a word stress in the
- beginning of a phonemic word and for the sake of TTS
‘We can postulate it (in this case we must cope with
sometimes occurring “pre-phonemic words"). An
- example:

'V poslednich 'dnech /, 'na¥i 'dovolené /; jsem 'kone&né
‘pochopil //, Ze 'nesnd¥fm 'cestovini..
In the last days /, of our holiday /;1 finally realised //; that
I hate traveling.

Major phonemic clauses are divided by /;, minor
phonemic clauses by /, (these are quite optional and
- strongly depends on speech rate) and // signs pauses.
- Bold characters show stressed syllables and ' stands for
- phonemic word beginnings. So far we have implemented
rather simple rule-based method of phonemic words and
word stresses placement but it has proved to be efficient
enough because of relative simplicity of this area in
Czech language (word stress has only a delimitative
- function and does not change the meaning anyway).
Phonemic clauses detection is being developed and has
not been implemented sufficiently yet.

Further in this text we will speak mostly about
intonation (and more specifically about melody) since for
Czech it is the most important attribute of prosody (see
[1], [3]) and the only one implemented in the TTS
system ARTIC so far (see [9]). There is also no
tectogrammatical parser available for us which means
that at this stage of research and development we cannot
fulfil the goals appointed by the theoretical part of this
paper. However, they (together with the above
formalization) should be kept in mind as well as the fact
we want to develop a prosody model for TTS, not
describe and formalise language system.

Prosody of an utterance is described (as it was
already mentioned) in two levels. The first level consists
of so called melodemes. Melodeme is an abstract
intonational pattern established in certain function within
a language system. The second level is characterised
purely by acoustic attributes irrespective to their
function. If we stay under “protective wings” of
acceptably natural prosody we can describe this level in
terms of cadences. We can understand cadence to be a
model generating elements of ITg, set, but - an important
note - the input of such model must be a structure much
more simple than <TRs, MRs, A>. In short - cadence
describes “real” acoustic properties of intonation without
regard to a meaning or content of an utterance.

So far we use simple rule-based model of cadences
of this inventory (in terms of the FO contour slope): flat,
ascending, descending, ascending-descending,
descending-ascending. Each cadence can be enhanced by
the attribute “stressed” (e.g. it models FO contour with a
word stress) and is presented (except for the flat
cadence) in three forms (simply distinguished by
numbers 1, 2, 3) which vaguely express “how quick FO
moves up or down” (we will refer to it as the tendency of
a cadence). Each cadence places a number of FO values
(in Hertz) at certain timestamps and all such values are
then linearly interpolated producing the final FO contour.

These cadences are intended to underlay phonemic
words. It means that a cadence is quite a simple unit
covering only one phonemic word and thus concerning
just morphonological form of a phonemic word (e.g. a
subset of MR;). For example the flat stressed cadence
places three values: first at the beginning of the first
phoneme of a phonemic word, then local maximum at the
beginning of the nucleus of the stressed syllable, then
local minimum at the end of the last phoneme of a
phonemic word. The concrete numbers are calculated
using referential FO value (supplied by the superordinate
layer - melodemes, as will be seen later) and coefficients
specific to particular cadence (indeed the coefficients are
dependent on a speaker and are set up experimentally).

Melodeme placement depends on the position of so
called intonation centre. Normal position of an
intonation centre in Czech is on the last phonemic word
of an utterance. This position is automatically understood
to designate emotionally neutral utterance. However,
contextual factors of TFA (especially word order) may
change the position and this can be expressed by TRs
(for details see [4], [6], [8]). Since we do not have a
tectogrammatical parser so far (as it was already
mentioned) we must actually omit the structure given by
TRs and we place intonation centre always on its
“normal” position. There are also phonemic clause
intonation centers and these are automatically placed on
the last phonemic word of phonemic clauses.

Intonation centre - because of its function - is a
border between two neighbouring melodemes’ (indeed it
is just a conceptual point of view - the function and the
intonation centre itself is actually realised by particular
melodemes or cadences respectively). This means that an
intonation centre starts a new melodeme of the type
dependent on a sentence modality (declarative,
interrogative, imperative, etc.) and other aspects (not
realised in this phase yet). We currently use following
melodemes (based on [2], [3]):

MO - null melodeme

M1 - terminating descending melodeme
M1-1 - neutral

M2 - terminating ascending melodeme
M2-1 - neutral

M3 - nonterminating melodeme
M3-1 - neutral
M3-2 - neutral, pause preceding

Indeed we should distinguish more melodemes but
those written above are quite sufficient for emotionally
neutral utterance description (when almost omitting TRs,
and accounting only for a sentence modality as it is our
case at this stage of research and prosody application).
MO is understood as a formal description of such a
segment of a phonemic clause where actually no
melodeme is realised. It ranges from the beginning of a
phonemic clause to the phonemic word right before the
intonation centre of the phonemic claase and it describes
slightly descending tendency of phonemic clause melody.
M1 is used for an utterance terminating in case the
sentence is declarative, imperative or interrogative-
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Figure 1: Melodeme and cadence placement in the resulting synthesised speech

supplementary (like English “wh-" questions). It starts at
the intonation centre and reaches the end of the
utterance. M2 is very similar to M1 with the difference
that it is used to terminate interrogative-inquiring
sentence (e.g. questions with a “yes/no” answer). M3 is
used in those phonemic clauses which are not last in
particular utterances.

Melodemes are chosen to fulfil particular function
given by the communicative intention and cadences can
be understood as tools intended for their concrete
realization. Figure 1 transparently illustrates the usage of
cadences and melodemes on the example of the above
introduced sentence (without minor phonemic clauses).

4. CONCLUSION

The formalization of prosody in the part 2 should not
be taken linguistically rigorous. It is certainly purpose
build, however, it tries to establish solid ground on which
one can base prosody models applied in many systems
such as TTS. Moreover, it implies the dependency
between the semantical structure and a context of a
sentence which is necessary to take into account to build
as much as possible human-like sounding TTS system.

The presented rule-based method of prosody
description is a very simplified realization of this
formalization. However, the results - as can be evaluated
with Czech TTS ARTIC system - are quite satisfactory,
taking the simplicity of so far used method into account.
The intonation is quite far from being perfectly human-
like but this can be much improved by the use of more
sophisticated cadence models (for example stochastic or
neural network based). Moreover, since the prosody
description is separated into two autonomous parts
(functional and non-functional), changes made to one
part almost do not influence the other one and the
formalization sets up a solid area for a further research.

The future work will focus on more elaborate
cadence models (based on the stochastic system
description) and will enhance timing properties,
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especially syllable duration. More thorough insight into
the intensity attribute of intonation will be undertaken
too (this means modelling intensity contour not only at
stressed syllables).
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ABSTRACT

The characteristics of the speech units (sounds,
syllables, words, etc.) duration have been specified for
' different pronunciation types. Time-scale transformation
* regularity of the Ukrainian voice phonemes sounding at
different speech rates has been investigated. Six groups
~ of oral speech elements are determined: stressed vowels,
unstressed vowels, voiced consonants, unvoiced
consonants, plosive stops and word-spacing pauses. The
elements of specified groups are characterized by similar
temporal transformations. Non-linear analytic function
presenting the relative temporal changes of sound
duration have been plotted for every group.

1. BCTYII

ITigBuuieHHs eeKTUBHOCTI YCHOMOBHOI KOMYHi-
Kalil B JEOAMHO-MAIIWHHHX CHCTEMax CTaBHTh 3ajady
KEpyBaHHS TEMIIOM HaIXOKEHHA TonocoBoi iH(op-
mauii. 11[o6 3a6e3neunTy po30ipANBICTh i HATYPAILHICTE
3ByYaHHs MOBH, BiITBOPEHOI 3i 3MiHEHOIO INBHIKICTIO, Y
Mpoliecax 4acoBOTO MacITalyBaHHA NOJOCOBHX 3aIlMCIB
Tpefa BpaxoBYBaTH TPUPOIHI TEMIIOPATbHI BIACTHBOCTI
MOBHHX ejieMeHTiB [1].

V poboTi HaBeeHO 9acOBi NapaMeTPH CTPYKTYPHHX
OMHMIE MOBHOTO IIOTOKY JUISl Pi3HUX TEMIIiB MOBJICHHS.
[IpoaHani30BaHO 3aKOHOMIPHOCTI TEMINOpAIbHAX 3MiH

AHAJII3 TEMIIOPAJIbHUX ITIEPETBOPEHL MOBHHX
EJEMEHTIB JIUISI 3AJTAY YACOBOT'O MACIITABYBAHHS
I'OJIOCOBHX MMOBIIOMJIEHB

3opecnasa LlInax, I0pii Pawkeeuy

Hayionanenuii ynieepcumem "Jlvgiscoka nonimexnika”
eyn. Cm. Banoepu, 12, m. JIvgig-13, 79646; mex.: (38-0322) 398-793; ghaxc: 744-143
Enexmponna nowma: zshpak@polynet.lviv.ua; rashkev@polynet.lviv.ua

3BYKIB yKpaiHChKOi MOBH 1 BHMALUIEHO KJIacH MOBHHX
€NIEMEHTIB, 10 XapaKTepU3YIOThCHA CNLUIBHICTIO NMEPETBO-
peHb, BHKJIMKAHHX 3MIiHOK INBUAKOCTI MOBJIEHHS.
IMob6ynoBano rpadiku, mo BiNOOPaKAIOTH 3aJIEKHICTH
BITHOCHOI 3MIHH TpPHBAIOCTI €JIEMEHTIB BHILICHHX
KJaciB BiA 3aranbHOro koedilieHTa 3MiHH TEMITy.

2. YACOBI XAPAKTEPUCTHKH
PI3HUX TEMIIIB MOBJIEHHA

Jing BU3HAYEHHA TEMMOPANBHHUX MapaMeTpiB
MOBJIEHHS  BHKOpPHCTaHO  Habip  TeKcTiB, AKi
BinoOpaxaloTh CcydyacHi TeHHeHIIi Y  CTPYKTYpi

YKpaiHChKOI pPO3MOBHOI, HilOBOI Ta HAyKOBOI MOBH.
Koxen 3 TekcTiB (3aranbHuil 00CAT MOBHOrO Martepiany
— 167 peuens Ta Bimmosimso: 2138 cnis, 5331 cknanis i
12315 ¢onem) nMpoMOBNABCA IPYNOIO 3 CeMH MOBIIB
KiHouoi Ta wYonoBiWOi CTAaTi B YOTHPHOX TeMIaX:
MBUIKOMY, 3BHYAfHOMY, TOBLUIBHOMY Ta NPOTSHKHOMY.
V Ta6x.1 HaBeaeHO TeMmnopaibHi JaHi ABOX MoBLiB (M1
i M2), saki BiIpI3HAIOTLCS CTWIAMH MOBJICHHS Ta
yCepeIHEH] 3HAUeHHs JUTA BCi€l rPyNH MOBILIB.
OcHOBHI MiACYMKH OTPUMAaHNX Pe3yNbTaTIB:

o Haibinem CTAOLIEHOIO 1 HE3aNeKHOI0 BiJl TEKCTY
XapaKkTEPUCTUKOK MIBHAKOCTI MOBJICHHA € TapaMerp
“cknamiB 3a CeKyHAy — HOro HNONLTGHO 3aCTOCOBYBAaTH
sk Ga30By TEMNOpaNbHY XapaKTEPHCTHKY,

Tabnuus 1
Yacosi XxapakTepuCTMKA OCHOBHUX CTUNIB MOBNEHHS
Temn moBneHHA
[Tapamerp HIBHIKHA 3BudaiiHni NOBiNbLHMI
M1 M2 cep. Ml M2 cep. M1 M2 cep.
peuenns () 816 | 529 | 579 | 1243 ]| 510 | 757 | 2034 | 9.69 | 12,08
c CHHTarMH (c) 2,37 1,47 1,68 3,53 2,34 2,47 5,64 2,44 3.45
SPEIRR ™ cniosa (M) ss2 | 341 | 415 | 734 | 441 | 540 | 1106 | 556 | 667
TPUBATICTE
ckaany (Mc) 221 131 159 302 173 206 419 213 267
3ByKy (MC) 94 56 68 129 74 88 179 91 114
i CTiB/XBUTHHY 965 | 1358 | 130,1 | 646 | 1197 ] 891 | 392 | 861 | 623
o in/ 671 s3] 26 | a7 | 37 | 16k 3&3) 25
MOBJICHHS o i Al : - . : - . 2 ~
3BYKIB/CEKYHIY 9.2 16,3 13.2 6,3 11,5 9.0 3.7 8.2 6,2
KoeiuienT npuckopenHs/cnoBiabHerns | 1,51 1,43 1,46 1,0 1,0 1,0 1,64 1.39 1,43
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* BapiaTHUBHICTH TEMIIOPAJIbHAX MOKa3HUKIB MOBLIB €
AOCTAaTHBO LIMPOKOIO, OCOOJIHBO y BHIIAAKAX IIBHIKOT Ta
noBiNbHOT BHMOBHM. Tak, M1 Bonoji€ A0CTaTHBO HIHpO-
KHUM Jiana3’OHOM 3MiHH TEMIY i MOMIPHOK INBHIKICTIO
MOBICHHA, a M2 moxe OyTH BigHeceHwil Jo rpymu
WBUIKUX MOBIIB — BIACTHBHH JUI HBOTO 3BHYAMHMI
TeMI € ONIU3BKHM 10 WBHAKOrO MOBJICHHA M1;

* HE3BAXAKYM Ha BiaMiHHOCTI B  abcomoTHHMX
nHapameTpax IIBMAKOCTI MOBNEHHS, BCIM MOBLIAM
BJIACTHBI J0CTaTHLO ONM3LKI 3HAYEHHS BiHOCHOI 3MiHM
Temiry. CepeaHi no Beilf rpymi koedillieHTH MakcH-
MaJIBbHOrO MPHCKOPDEHHS Ta CHOBINBHEHHA CKIadand
BigmosigHo 1,46 ta 1,48 (koediuieHTH CMOBiITLHEHHS
XapaKTepH3YBalHCh  3HAYHO  LIMPIIHM  PO3KHIAOM
3HaueHb, HOK Koe(illicHTH npucKopeHHs);

* 4acoBi MapaMeTpu MOBLS He 3ainexats Bi fioro
CTaTi, a BU3HAYAIOTECH BIACTHBUM AaHIi JFOAMHI CTHIEM
MOBJICHHA. YCIM MOBLSM, fAKIi HE MalM chemianrsHOl
JMKTOPCHKOI TpPaKTHKH, Baxko Oylo IOBrOTpHBaio
BIIXHIATHCE BiJ 3BHYaliHOT NIBUIKOCTI BUMOBH — 9HM
HoBUIMM OYyB TEKCT, THM MEHIUMM CTaBaB 3arajibHMIl
KoedilieHT 3MIHU TeMITy.

3. TEMITIOPAJIbHI NIEPETBOPEHHS
ITAY3 1 3BYKIB

3.1. Temnopa/bHi nepeTBOpPeHHs NAay3.

3miHa TeMIly MOBJIEHHA MOB’A3aHAa 3 MEPEPO3NO-
ALIOM CTPYKTYpPH MOBHOTO moToky (puc.l). Tepexin Bix
3BMYaifHOT MOBH 10 IIBMAKOI YM MOBLIBHOI Hacammepen
BiOOpakKa€ThCA B 3MiHI KiIBKOCTI Ta TPHBAIOCTI may3:
KUTBKICT May3 3MEeHIIYEThCA/3pOCTaE ycepeaneHo B 1,5
pasiB, a iX cyMapHa TPHBATICTh 3MIHIOETHCS BiAMOBIIHO
npubnusHo B 2,3 pasu (tabn.2). BomHouac zarainHa
TPUBANICTL  3BYKOBOI YacTHHH MOBHOTO  MOTOKY
CKOpOMYEThCA/3011bIIyeThCA Tinbku B 1,3 pasu. Haii-
OinbIIMA BIACOTOK May3 y MOBLIbHIH MOBi — Ging 30%.
Biasnayeno, 1o npx NOJAIbIIOMY CTIOBITbHEHHI Temmy
AEWIO 3POCTAa€ KUIbKICTh Mays, aie iX CepeiHs TpHBa-
mcTh Maibke He 3MiHIEThCA. Sk pesymbTar — y
NPOTSKHIN MOBI YacTKa Nay3 3MEHIYeThes 10 20%.

JloBri CHHTarMaTH4YHi nay3M 3arajioM XapakTepH-
3YIOTBCA MEHUIHMH | CTaOUIBHIIHAMH TeMIOPAIbHUMH
3MiHaMH, HDK KODOTKi MDKCHiBHI, siki BHPI3HAIOTBCA
HaliBUlMM  KoeillieHTOM Bapianii Ta € Halbinbm

WBUOKUKA TeMn 3BMYANHMKA TEMN

9% 19% 36%
: 37%

54%

noBinNLHWIA TeMN

NPOTSXHUMA TEMN

29% 20% 48%

36% 32%

f BronocHi B npuronocki Onayamn

Puc.1. Bigcotok nays i 3BykiB y saranbHiit TPUBANocTi Moeu

3QMKHHMH Bil NMPOCOAWYHHX OCOGIHBOCTEH MOBIIE.
Cepenne 3naueHHA TPHBANOCTI 3BYKOBOI MiNSHKH MiK
nay3amH, sike Ui EKCIIEPHMEHTANBHHX JaHuX Oyno
OnmsbkiM 710 0,96 ¢, 3a3Ha€ HalMEHIIMX TEMMOPATBHAX
3MiH . TUIbKH B MpOTAXHOMY, 6IM3BLKOMY 0 CIIBOYOIO
MOBIICHHI el napameTp 3poctae B 1,5 pasu.

3.2. 3MiHH roJIOCHHX 3BYKIB.

JAns aHanisy TemnopalibHHX NEpeTBOPEHbL 3BYKIB
BUKOHaHO ayJio-BI3yalbHHMH NONIN MOBHMX CHIHAB
KOJKHOTO i3 3amucis. I'paHMLi 3BYKIB KOHTPONOBATHCH
Ta YTOUHIOBANHCb 33 IHHAMIYHMMH CIIEKTPOrpamam,
IO NO03BOJNMIO BHIUNMTH CKJANOBI YACTHHM 3BYKIB:
TMOYATKOBI Ta KiHUEBI mepexoam i cepeauHREi Ksasi-
CTallioHapHI TiIFHKH.

OcHoBHa pisHuus Bij3HadeHa B TemmopanbHiil
TNOBEJIHII TONOCHHX | NPHUrONOCHHX (MepemyciM IyM-
HUX) 3BYKIB. CHIOBUIBHEHHA TEMITy 3aBKIIH POSBITLIOCh
Y 3POCTaHHI YaCTKH TOJOCHHX 3BYKIB — CITIBBiAHOLIECHHA
TOJIOCHI:TIPUTONIOCH] Ul WIBMAKOTO TEMIy CKIazano
0,42:0,58; nns 3Buvaiinoro — 0,45:0,55; nis nosigsEOrO
—0,51:0,49; a s npoTsxrOro — 0,59:0,41. V punankax
NEPEXOTY N0 IUBHAKOrO YH MOBITHHOTO MOBJIECHHS
HaHOLTbIIe 3MIHIOBAIMCH TPHMBAJIOCTI HATONOUIEHHX
ronocHux (Tabn. 3), ane B NpoTsxkHifl BHMOBI criocTe-
piranock HeBeIHMKe 3MEHIIEHHs iHTOHAIIHHOTO CIIiBBil-
HOLIEHHA MDK HaroJONIEHHMH | HEHAroJomeHHMH
3Bykamu (puc.2). Micue romocHoro 3Byky B cIOBi Ta

Tabnuus 2
TemnopankHi xapakTepucTikin po3Ainkyunx nays
Temn moBnenns
XapaKTepucTuKa
HIBHJIKHIA 3BH4alHUA NOBiTbHAM NPOTSKHHAH
Tpusanicts nays y lc MoBHOro noroky (Mc) 95 198 293 214
Kinpkicts nays Ha cnoso 0,41 0.56 0,81 0,97
CepeiHa TPHBANICTE Nay3u (Mc) 141.6 238.1 383.4 405,7
CKB TpuBanocti nays (Mc) 129,1 188.7 2153 273.7
Cepenins TPHBANICTE 3BYKOBOI JAIISHKH MiX Iay3aMu (Mc) 1012 664 905 1420
BinxocHe 30iNbIIeHHS 3araibHOT TPHBAJIOCT nays 1.0 2,47 513 6,41
BinHocne 30UIBUIEHAS Cepe/IHbol TPUBANOCTI Nay3H 1,0 1,67 292 2,84
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Puc.2. MoBHi curHanu cnoeocnony4enHs webem xaiisopoHka, BAMOBIEHOTO B 3BUMARHOMY Ta NPOTAXHOMY TEMnax

OpOCOaMKa OBOTO CIIOBA Malld NEeBHHI BrMB Ha abco-
MOTHY TPUBATICTh 3BYKY, NPOTE BiXHOCHI 3MiHM TpHBa-
Jocteit (B3T) Beix roIOCHHX, BUKJIHKaHI 3MIHOK TEMITY
MOBJIEHHA, OyJTH 3arajloM JOCTaTHBO OJAHOPIIHAMH.

3.3. 3minA NPHTOJI0CHHX 3BYKIB.

BigMiHHICTE Y TEMIOpAIbHHX [EPETBOPEHHAX
TONOCHUX i MPHTOJIOCHHX 3BYKiB HaOyBae MPHHLHATIOBOTO
XapaKTepy y BHNANKaX 3HAYHOIO CHOBUIBHEHHA TEMITY
(puc.2). Tak, mepexiz BiA WBWAKOTO A0 TPOTSHKHOIO
MOBJIEHHSI TIOB’S3aHMM i3 3aranbHuUM 30UIBIICHHSIM
TPHBANOCTI TonocHHX Yy 4.4 pasH, a TPHIONIOCHHX —
TiekH B 2.2 pasu. Boanouac temriopanbHa MoBeiHKa
PI3HHX TMPHIONIOCHHX 3BYKIB € T€X AOCTATHLO HEONHO-
pinHoto (tabn. 3). IlposeneHo amani3 TeMIOpaibHHMX
IMIH JUI4 KOXKHOTO 3BYKY 30KpeMa Ta y3araabHeHo s
OCHOBHMX KJacH@ikauiifHux rpyn npurosochux [2]. B
MEXAaX KOKHOI IpynH BpaxoByBaBcs BINIMB (akropis
NOM’AKIIEHHs, [A3BIHKOCTI, Hasamizamii Ta IHIOHX.
3pobieHo Taki OCHOBHI BUCHOBKH:

e y BHNAJKaX HEBENHKHX 3MiH Temmy (koediuieHT
NPHCKOPEHHS/CIOBLILHEHHS He nepesuurye 1,4) Bei npu-
TONOCHI 3MIHIOIOTL CBOK) TPHMBANiCTh NPHOIH3HO
OIHAKOBO; MpH OLIBLIMX 3MiHAX TEMITy NPOABJIAIOTHCS

BIAMIHHOCTI B MNEPETBOPEHHAX MNPHIOJNOCHHX Pi3HOI
apTHKYIALIAHOI NpHpOIH;

e TNIEPETBOPEHHA COHOPHHMX 3BYKIB TNPH HEBEJIHMKHX
3MiHax TeMIy € GNU3BKHMM 10 NepeTBOPEHh HEHATrONO-
MIEHHX TOJOCHHX, a NPH 3HAYHUX 3MIHAX TEMIly BOHH €
OMKYHUMH 10 TIEPETBOPEHD A3BiHKHX NPHUIOJIOCHHX;

* TEMMOpANbHI 3MiHM 3IMKHEHHX 3BYKiB TMpOSBIIA-
I0ThCS B HEOJHAKOBilf 3MiHI iX CcKmanoBux: mnaysu
3IMKHEHHS Ta HACTYNHOI KOPOTKOi 3BYKOBOi HiMAHKW
(tabn. 3);

e 9K 19 COHOPHHX, TakKk 1 /I8 NIIVIMHHMX Ta
3IMKHEHHX 3BYKIB HE BCTAHOBJICHO ICTOTHWX BiIMiH-
HOCTEH y TeMIopalibHMX 3MIHaX TPHBAJIOCTEH M SKHX Ta
BIAMOBIZIHMX TBEPAMX 3BYKIB, 32 BHHATKOM BHIAJKIB,
KOJTH M’AKi IIPHTOJIOCH] BUCTYTIANM AK NOAOBKEHi;

« MPHUTOJNIOCHI 3 TOHAIBHOK CKIANOBOK (M3BiHKI
3BYKH) JIEIO BiIPi3HAIOTHECA 32 TApaMeTPOM TPHBAIOCTI,
a Takox 32 3HayenHaMd B3T Bin BianoBimHMX rmyxux
NIpHrosiocHuX (Tabun. 3), ocobnMBO y BHMAXKaX NMPOTsK-
HOTO MOBJICHHS;

« 30inbIIEHHS TPHBATOCTI MOYaTKOBO JAOBIMX 3BYKiB
(30Kpema NONOBKEHUX MPHIrONOCHHWX) i CKOpPOYEHHS
MOYaTKOBO KOPOTKHX (30Kpema BUOYXOBHX) BinOyBaeTs-
Cs B MEHIIIH Mipi, HK JUIA IHIINX 3BYKIiB AaHOT IPyTH.

Tabnuus 3
XapakTepucTuki TeMnopanbHol TPUBANOCTI 3ByKiB Ha3osnx knacis
Temn MoBieHHA
Kriacw 38yKis HIBHAKHIA 3BMYANHHUHN TIOBINLHUK NPOTAKHAK
IIB, | CT, TIB, | CT, IIB, | CT, IIB, | CT,
% MC B3T % MC B3T % MC B3t % MC HoE
ool HEHATO/IOMICHI 2261595 1,32 )1228| 788 | 1,0 | 25,0 | 105.8] 1,34 | 29.6 | 239,5| 3,04
HaroJaomeHi 1951 91,1 | 1,42 | 21,9 | 129,6] 1,0 | 25.2 | 181.5| 1,40 | 29,8 | 408,5] 3.15
COHOpHI 20,6 1 496 | 130 199 | 64,7 | 1,0 | 17.5] 84.6 | 1.31-] 15,1 | 119.9] 1.85
A ; JI3BiHKI 48 | 61,7 1,27 46 | 786 | 1,0 4,1 §989 | 126 3.4 |136,8] 1,74
- S T i | 89 | 994 | 1.26 | 8.7 [1256] 1.0 | 7.7 [1a6.5] 107 | 53 |168.1] 1.34
% g JI3BiHKI 48 | 365 132] 47 {480 1.0 | 40 | 609 1,27} 3.2 | 79.5| 1,66
g 2 | simkneni ryxi 26 | 246|125 25 |307) 1,0 | 21 J 366 1,19 1.2 | 423 1,38
= smukanns | 10,2 | 71,0 | 1,27 | 10,6 | 90,1 | 1,0 | 10,8 J 109,1] 1,21 | 8.3 | 146,4] 1,62
ajpukaTH 28 | 77,1 | 1,28 | 2.6 | 984 | 1,0 | 2.4 J110,8] 1,13 1,7 | 1276 1,30
MODOBXKEHI 1,7 }108,7) 1,31 ) 1,7 ) 142,4) 1,0 ) 1.6 ) 1783 1,25 1,3 |216,8) 1,52

Mpumitka: NB - npouyeHTHWA BMicT, CT - cepegns TpusanicTs; B3T - BiaHocHa amina (3BinblUEHHR/3MEHLWEHHS) TPMBANOCTI.
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3.4. OcHOBHI TeMIOpaJIbHI rpynm.

V3aranpHeHHA pe3y/NbTaTiB I10KA3al0, MO HE3Ba-
KAKOYM HA PO3KHA 3HAYeHb abCOMOTHOI TpuBanoCTi
OKpEMHX 3BYKIB i NIeBHY BapiaTHBHICTB IX TEMITOpaIbHHX
3MiH, 3aranoM 3BYKH 3i CHOUIBHEMH  aKyCTHKO-
apTHKYJALIIHHUMA MeXaRisMaMu (OPMYBaHHS XapaKTe-
pH3yroThCA MOAiGHICTIO 3Hauenb B3T (Tabu. 3). 3 yciei
MHOXKHHH 3BYKIB YKpaiHChKOi MOBH BHILIEHO YOTHDH
OCHOBHI TEMIOpabHi TIPYNH: HArONOMmEHi TIoJNOCH,
HEHAroJIONmeHi roJoCHi, ToHanbHi (COHOPHI Ta m3BiHKi)
OPHTONOCH], WyMHi (ryxi) npuronocwi. JIgi oxpemi
TPYMA CKIaNaloTh [ay3H 3IMKHEHHd Ta pO3ALIBYI
(MDKCiBHI) nay3W, TeMOopanbHi Moaudikamil fKux €
NPHHUMIOBO pisHumMu. Ha puc.3 raeeaeHo rpadiku B3T
MOBHHX €JIEMEHTIB OCHOBHHX TEMIIOPAILHMX TpyI
BiTHOCHO 3HaY€Hb, BIACTHBHX I LUBHIKOTO Temiry (k —
3araibHAN KoeillieHT CrIOBiNIbHEHHS BHMOBH).

3MiHa LIBHIKOCTI MOBJIEHHS BHKIMKAaE HEOHA-
KOBI NEPETBOPEHHA CTALIIOHAPHOI i NEpeXimHNX IUITHOK
3BYKIB. SIKIIO 3MiHM TPUBAIOCTI CTAUIOHAPiB € NOCTAT-
HbO PEryisSpHWMH, TO TpascdopMaLii nepexiiHux mins-
HOK  XapaKTepH3YIOTHCH  BEJMKOK  BapiaTHBHICTIO.
3aranom 3MiHIOIOTECS TPHBANOCTI 060X mepexo/is, aie
ycepeaseHo B 1,4 (a B pa3i 3HaYHMX CMOBiILHEHb — B
1,7) pasu MeHIne, HiX CTalliOHAPHHMX YACTHH 3BYKIB.

B nmpoueci aocnimkeHs mNpoaHani3oBaHO BILUIMB
TeMITy MOBJIEHHS Ha 3Ha4YeHHA TPHBAJIOCTI Nepioxis
ocHosroro ToHy (IIOT) 3Bykis, a Takox Ha dopmy
MEJIOAMYHOTO KOHTYpY (pa3. BeranosneHo, mo cepenni
3HayeHHd TpuBanocti ITOT ToHaNbHMX 3BYKiB i Meno-
AMKa MOBH € NPAKTHYHO HE3aNeXKHHMMHM BiJl MIBHAKOCTI
MmoBneHHA (puc.4). 3adikcoBaHO TiNbKM HeBeNHKE
3poctanss (6ins 4%) cepemnsoi TpmBanocti IIOT y
NPOTSKHOMY TeMni Ta MOAyAmii 3uadens I1OT mis
ACAKUX HOBIHX rofnocHuX. TeMnopanbHO He3zane)XHHMH
BHABWIHCA TakKOX PpO3NOAUIM (QOpPMaHTHHMX 4YacToT i

CIIEKTPa/IbHI CTPYKTYPH IIYMHHX 3BYKIB.

4. BACHOBKU

[Tpuponna 3MiHa IBHAKOCTI MOBJIEHHS NOB’A3aHa
31 3MiHOIO TPHBANOCTi BCIX €IEMEHTIB MOBHOTO TIOTOKY.
Y pa3si HEBENMKMX 3MiH TEMIY OCHOBHHX TpaHC-

———— mixcnisHi Nnaysu
—@—— neHaronoweHl ronocHi

s
———dr—— TOHAanNbHI NPUronocwHi
8 — ——4—— wymHiI npuronocwHi
naysw 3i

—#—— Haronowexi rcmegﬂ’l
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Puc.4. Menomuuni KoHTypu TecToBOI (pasn y 3BH4aiHOMY (HioiHil
PHCYHOK), NOBLTEHOMY (cepeniii) i npoTsmxHOMY (Bepxmiil) Temnax

(opmauiit 3a3HaIOTE Nay3u, a MoAHGIKALi BCIX 3BYKIB €
AOCTaTHBO MOAIOHMMH | MOXYTh GyTH ONHCaHi NiHiHO©
3a/IEKHICTIO BiN Koedillienta 3minm Temmy. V Brmazkax
CTOBUIBHEHHA/IPACKOPEHHA Oinbme, Hik y 1,5 pash
[pOSBNSIOTECA  PO3BDKHOCTI Yy  TeMnopatsHHX
TIEPETBOPEHHAX 3BYKIiB 3 DI3HHMH MeXaHi3MaMu (op-
mysanHA. Lli sigMimHoCTi cTaloTs npuHmEmOBMME A
NPOTAXKHOT MOBH.

3a OmmsekicTio 3Havens B3T i reniGricmo
MepeTBOPEHHA CTPYKTYP CHIHAJIB, BUKITHKAHMUX 3MiHOK
UIBHAKOCTI MOBIEHHS, BCI 3BYKH YKDaiHCBKOi MOBH
MOKHA 00’¢HaTM B HOTHDH OCHOBHi TEMIOpATBHI
TpymH; Ime 1IBi OKpeMi TIpymd ¢opMyioTh nay3m.
Sanexuicte B3T enementis kokHOT 3 mwax rpyn Bia
BEJIMYMHM 3arajlbHOTO KoedillieHTa 3MiHM TeMIy HOCHT
HejlHifnMA Xapakrep. OcoGnuBOCTi 3MiHM TpHBamOCTi
HA/IMIDHO JOBIHX 9YH KODOTKHX 3BYKiB BHMAraioTh
NONATKOBro  BBeAeHHs (yHKHil HOpmyBanma [3].
[TinTBep/IKEHO, IO OCHOBHI CTEKTpaibHi XapakTepuc-
THKH 3BYKIB € TEMIIOPAIBHO CTAOLTLHEMH.

Takum umHOM, peamizauilo 3MiHH [IBMAKOCTI
BIATBOPEHHS MOBHHX 3aIlACIB 332 YMOBH HaTypaabHOCTI
3BY4aHHA T[OJIOCOBOTO  TMOBIAOMJIEHHA  HeOOXiIHO
3AIHCHIOBATH Yepe3 muepeHLiiioBaHy 3MiHy TpHBANOCTI
MOBHMX €JIEMEHTIB BiATIOBIIHO 0 BJIACTUBHX iM 3HAYEHb
B3T, 30epiraiouu 3arambHy CTPyKTypy 3BYKOBHX
CHI'HANIB, NEPEXyCiM TOHAIBHHX.
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