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Abstract. Comparison of two methods of feature
dependent views generation created and implemented by
our group. The criteria of comparison are: what views are
generated by each method? How many views each method
generates? Presented methods are used for preparing view
models for a visual identification system.
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1. Introduction

Our goal is to work out a model of convex poly-
hedra for a visual identification system. The system
is based on a model database and acts similarly to
human memory. It perceives the reality by two ca-
meras which act as eyes. Then it compares the ana-
lysed depth map with each model in the database.
We want to make a model which would be possibly
the best for comparing with the depth map so the
system needs only little computation to answer the
question whether it fits the model or not. Therefore
we decided to create a view model. It means that an
object is represented by a set of its views.

Two main problems have occurred while we were
thinking. The first is how to place the view points?
They can be disposed in a uniform way ([12, 15, 25])
or non-regularly in places depending on the object
features ([5, 13, 19, 21, 23, 24]). Each object has an
infinite number of views but for a computer database
we can have only a finite number of views. We need to
select as many wiews as necessary to have a good rep-
resentation but, on the other hand, as few as possible
to occupy a reasonable amount of memory. So, which
views should be chosen to satisfy the conditions?

The second problem is to prove that the re-
presentation is complete. It means that for each view
point the related view is in the database.

2. The View Sphere Concept

To simplify the task and to standardise the
views we have decided to limit the set of views only to
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these views which can be seen from a sphere (called
the view sphere), which has the centre O in the
centre of the object and its radius R is known, fig. 1.
The radius of the view sphere depends on the size
of the object and on the angle of the cone of vision
2a (which is a technical parameter of the cameras).
The exact relation is described in [13]. This radius is
fixed so that the model of an object for which we try
to create the views fills the viewing space but also so
that maximum elements of the model are visible (not
too near and too far) and it is constant during the
process of generating views of the model. This impli-
cates a restriction on the cameras (during the process
of recognition) which have to be placed in a proper
distance from the objects on the scene, because the
perspective projection makes extreme elements of the

one-view area

view sphere

Fig. 1. The object, the cone of vision and

the view sphere

visible part of the object disappear while increasing
the distance. The distance between the cameras and
the objects doesn’t have to be exactly equal, but it
should be comparable to the radius of the standard
view sphere (used during creating the view model) of
each object on the scene (it depends on the sizes of the
objects and can be easily computed). This condition
limits the usage of such a model database but it is
still good for systems which can approach the scene,
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for example when the cameras are placed above the
table and they can be moved down if necessary or in
the case of a robot which can decrease the distance
to the object.

The set of views which can be seen from the sur-
face of the view sphere is only a set of some standard
views because of the constant distance to the centre
of the model.

3. The View
and the Completeness of
the View Model

To begin with we tried to construct a model
of convex and opaque polyhedra. We considered
only geometrical and not e.g. photometrical features
(color, texture...) of the objects. According to this it
is sufficient to match the visible faces, edges and ver-
tices of the object with a view of a model to recognise
the class of objects. Because the visible edges and
vertices are elements of the visible faces, therefore we
have defined a view as a set of the visible faces of the
object. It occurred automatically that many views
are represented by only one view, so called the cha-
racteristic view. The characteristic view can be any
view of the group of identical views (identical in the
sense of the above mentioned definition).

The views which are identical are adjacent to
each other and the view points related to them form
a one-view area on the view sphere. Hence, the
one-view area is an area on the view sphere on which
the view point can be freely moved without caus-
ing any change in the view (still the same faces
are visible). For convex polyhedra each one-view
area has the shape of a convex polygon on the view
sphere. The view sphere with the one-view areas
looks like a football sewn of various pieces (of dif-
ferent shapes and sizes) of leather, fig. 2. The bound-
aries of the one-view area are formed by a group of
planes of some object’s faces (called the boundary
faces), which, when intersecting with the sphere, cre-
ate a ,spherical” polygon.

After generating all views of the model and all
one-view areas related to them the completeness of
the model can be checked. The one-view areas are
helpful here. If the football (view sphere) hasn’t any
gaps in its covering then it is ready to use (the model
is complete), otherwise it can’t be used in the game
— some new pieces of leather (some new views and
new one-view areas related to them) are needed to
complete the covering.

The algorithm of views generation ([19]) can be
divided into five phases. The first phase is generat-
ing and storing of the set of standard views. The
second — determining the one-view areas for each
stored view. The third — checking of the covering
of the view sphere. The fourth — determining of the
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gaps in the covering (indicating the gap boundaries).
The fifth — generating of the missing views. The last
phase isn’t yet precisely specified. It may demand di-
viding the gap into smaller gaps and then generating
the views. If it is possible to use here the sequence of
instructions from the first phase then the algorithm
could be taken in a loop.

Fig. 2. Covering of the view sphere by
the one-view areas -

4. The Method of
Three Types of Views

As written above we have made an assumption
about the objects which can be recognised by the sys-
tem: they can be convex and opaque polyhedra. Ac-
cording to the geometrical features of such objects —
faces, edges and vertices — our first idea was to cre-
ate the views dependent on those three features of the
polyhedral object. The first method consists in deter-
mining the views of three types: face-centered, edge-
centered and vertex-centered views, [13]. In the first
case the viewing direction goes through the centre of
the view sphere and the centre of the selected face.
The view point lies on the sphere in the place where
the so defined viewing direction intersects the sphere.
In the case of the edge-centered views the viewing di-
rection goes through the centre of the sphere and the
centre of the selected edge. For the vertex-centered
views it goes through the vertex. The sense of the
viewing vector is always the same — toward the cen-
tre of the sphere.

After generating the face-centered view for each
face of the polyhedron, the edge-centered view for
each edge and the vertex-centered view fomeach ver-
tex the one-view area for each view should be com-
puted.

The reasoning for one-view areas, checking the
covering, determining the gaps and the missing views
should be repeated as in section 3.
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5. The Method of
Dispersing of the View Point

The second method is more accurate. At the
beginning the first view is determined and registered.
It can be any view computed by the first algorithm
(described in section 4). In our implementation the
face-centered view was chosen, because it is most pos-
sible that it won’t be an incident view, [23].

After this the one-view area of that first view
is computed. When all boundary faces (of the one-
view area) are known, the view point is moved to the
other side of each of them sequentially. The aim of
this step is to find the neighbouring views for the first
view. Firstly, a middling plane for the first view con-
tour edge is computed. The middling plane is a plane
containing the viewing direction (view point and the
centre of the view sphere — point (0,0,0)) and the
centre of the chosen (first) view contour edge. This
plane intersecting with the view sphere determines
the direction of the view point movement. The view
point moves along the big circle formed by the mid-
dling plane and the sphere in the direction opposite
to the chosen view contour edge. It stops after cross-
ing the nearest boundary face (of the one-view area).
Then the new view for the new location of the view
point is computed and registered. Afterwards the
view point comes back to its previous position, the
middling plane for the next view contour edge is com-
puted and the movement of the view point is conti-
nued along the middling plane.

When all view contour edges of the first view are
used, the next view is chosen from the register and
the whole procedure (determining the one-view area
and the neighbouring views) is repeated until there
are still any views in the register.

To be sure that the set of views is complete, the
checking of the covering, as in section 4, should be
done and if there are still any gaps, then the missing
views should be computed.

6. Comparison

Both methods are implemented and have been
tested on the same four objects: hexahedron (regu-
lar), pentahedron (saddle roof), heptahedron and oc-
tahedron. The results of the methods are in some
cases different.

In the case of hexahedron and pentahedron both
methods generate the same views. The hexahedron
needs 26 views to be well represented (the view sphere
is completely covered by the related one-view areas).
Logically, the pentahedron, which has less faces than
the hexahedron, should need less views: each method
has generated the same 20 views of it, which also
form the complete model. For more complex (with
more faces and without symmetry axes) solids the
situation is worse. The first method generates less
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views of such solids than the second one. But still
it is very frequent that both models of nonsymmetric
solids are incomplete. There are still some missing
views.

7. Conclusion

Both described methods are efficient for regular
or symmetric solids. For nonsymmetric solids the se-
cond method is better. It provides more views. To -
complete both methods an algorithm for detecting
boundaries of the gaps and a method of generating
the missing views is needed. It is quite possible that
for generating missing views the original method of
generating views could be used.
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