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B npenctaBneniit poboti 3anpenoHoBaHo Ta OnHCA-
HO cTioci0 po3mi3HaBaHHA 300paxeHb Ha 6a3i KBAHTPOH-
HOTC (4acoBOro) MEPEeTBOpeHHA curHanis. [ma wporo
NePETBOPEHHA 3ANPONOHOBAHO BUKOPHCTZTH JIOTIKO-
yacoBi GyHKUil Ta iepapxiyHy 06pobky inpopmauii, o
no3songe JoOuTHCA  BUCOKOT  NOCTOBIpJ{OCTI  INpH
po3nisHaBaHHi 06'exTiB.

BCTYII

Jns oTpHMaHHA Pi3HOMAHITHHX PE3Y/ILTATIB iHMe-
HepHOT RisnbHOCTI HeoOXigHO po3B's3aTH mpobieMy
0bpobkn icxoaHoi ingopmauii. Halibinewr iHTepecHo
3afayeto uiel npobnemy ¢ ineHTUiKyBaEHsA 300paxeHs.
ToOTO CTaHOBHTBCA MeTa po3pobKH  ONMTHMANBHOT
CHCTEMH TEXHIYHOIO 30pY.

Halibummum ApoTOTHNOM TEXHIYHOTO 30pY € OKO
mOAHHH. BoHo Ba3yeTbca Ha Mo3KkoBil gisnsHocTi. Ilpn
aHamisi Takoro migxomy a0 00poOkH onTHYHOT iH-
(opmanil 3'ARAAETHCA Mpobnema iHTYITHBHHX pilleHs,
me He G6a3yloTbCs Ha CTAHAAPTHHX JIOTiKO-Mare-
MaTHUHMX AIropuTMax. Buxoaayu 3 uporo, cnpoba
CTBOPCHHA ONTHMANBHMX CHCTEM TEXHIMHOFrO 30pYy, 3a
CBOIMH MOXJIMBOCTEMH pO3Ni3HaBaHHA, AKi HabmHxa-
IOTbCA [0 IMOACHKHX, YNHUpAacThCs B npobieMmy CTBO-
PEHHA HEANropHIMiYyHHX MeToxiB o6pobxu Ta aHatizy
inpopmanii.

Takum unHOM, Nepen iHXeHepaMH Nocrae 3ajava
CTBOPEHHA NPHCTPOIB, AKi 6a3yroThes Ha (isHKO-TEXHO-
JOTiYHHX OCHOBaX NEPeTBOPeHHs iHdopmalii, WO
MaKCUMaNbHO HabNuXKeHi 1O MPUPONHOTO NapajeNbHOro
cnpuitATTa. To6TO, CTBOpPEHHA MPHCTPOK) OKO-NPO-
uecopHoro Tumy {1]). NoniGHu#t npucTpilt noBUHEH Mic-
THTH B c00i TpH OCHOBHUX 610KH 06po0KH indopMaLti:

1. BBODY Ta NepBHHHOT OOPOOKH HaHUX;

2. ananisy iHpopMallii, 10 OTPHMYETHCA;

3. posnizHaBaHHA 06'ekTy.

1. BBEAEHHS TA NOIIEPEHSA
OBPOBKA

Beenenna- ingopmanii Big 3oposoro o6'exty Ta ii
NEPETBOPEHHSA MPOMOHYETLCA BHKOHYBaTH 32 JOMOMO-
TOK) ONTHKO-EREKTPOHHHX MPHCTPOIB, AKi 03BONAIOTH
BHKOHYBaTH' 00po6Ky CHrH&JIiB OBOX THMIB: ONTHYHHUX
(cBITIOBMX) Ta eneKTPHYHWX. BOHM HalOTh MOXIHBICTHL
BUKOHYBATH BEBeJeHHA 1 o0O0pobkxy mDaHuX OLIAXOM
NapaneNHOTC ONMTUYHOrO MOPIBHAHHA MPH YACOBOMY
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3CYBi Ta eNEKTPOHOMY MONOBHeHHi eHeprii. Taki ymoBu
npaui 3abesneyyloThCA 32 JOMOMOTOKO  MPHHLMITY
KBAHTYBaHHSA qacy CBIiTIOBHUM MPOMEHEM,
IO Hece B CBOET A0BXKuHI iHPopMaLio, ska 3abesneuye
MakCHMAJILHO MOXIMBI LIBHAXOMiIO, iH(OPMaTHBHICTH
Ta 3aBaIOCTiAKICTB.

[Ipr upoMy BiIMiTUMO, INO OCHOBHA BHMOra [0
cnpuiiMa4oro eleMeHTy — ue 3abe3neueHHs Haksuol
TOYHOCTI NEpeTBOPEHHA NapaMmeTpis 300paxeHbL y Bi-
aeocuran [2].

1.1. 3ACTOCYBAHHA JIBD

OchoBoio cnecoly, MO MNPONOHYETbCHK, € KBaHT-
porHe (uacoBe) nepersopeHHs (KVP-nepeTopeHH:)
BCIX CHrHaniB, IO HAOXOAATb BiX 306paxtcﬂuﬂ Taxknit
OigXiZ [O3BONSE BHKOHATH ynlnepcamsaum NPHCTPOiB
00pobKH, Tak AK HE 3AMEIKHO BiXl TUITY CHTHAIB BCi BOHU
NIEPETBOPICIOTLCA Ha JEAKY YHiBepcaibHy QYHKLiO
UUISIXOM  KBauTyBaHHA. Llg  ¢ymekuis ¥ miansrae
nogafbLmi o6pobui.

Heobxiano, wob Taka ¢pyHkuUisn Bianosigana HacTyIl-
HEM BHMOraM: BHCOKe aJaflTyBaHHs, 3CiOHICTL y BH-
COKOMY TEeMMi Ta 3 BHCOKOIO NOCTOBIPHICTIO MaKCH-
MallkHO MPOCTO ONUCYBAaTH 300paxKeHHs, Ake HeoOXinHO
PO3Ii3HATH.

B yMoBax BHKOPMCTaHHS ONTOENEKTPOHHMX MPHCT-
pois oOpobku iHdopMauii B gkocTi YHiBEpCANLHMX
OYHKUI CHrHAMB JOUINBHO 3acTocoByBaTH yHKuil
noriko-yacoporo (JIU®) Tumy [1]. Taxi ¢yHkuil He
TUIBKH OpOCTi B ONKMCaRHI, TOMY 110 X MaTeMaTHYHHii
anapat 6a3y€ThCA Ha onepauifx BekTopHoi anrebpu, ane
i npo3onse gOCArTH BHCOKOI WBHAkOCTE ©OpoOku
indopmauii. Taka mBHAKicTE 3abesnedyeTbes 3a
IOTIOMOrot0 Hocis iHgopMaii — Yacosoro gaxropa.

Takum umnoM, s fopmysanss JTUD BHKOHYeTHCA
IUIOCKOCTHE TEPETBOPEHHA Y HOTOYHMI MOMEHT yacy
BEJIMYHHH CBIiT:IOBOrO NOTOKY Y BiJNOBiAHI TpHBafoCTi
yacoBux iHTepBaniB. Takull nmiaxiz a0 ob6pobku
HaA3BHYaHO BAXKIHWBHA B MPUCTPOAX OKO-MpOLe-
COpPHOTO THHY, AKi ABTOMATH3YIOTh npolec o6pobxu 30-
GpaxeHb, 0cOONKMBO B JMHAMIYHHX CHCTEMAX,

1.2. IEPETBOPEHHA BAHHUX

[px napanensHoMy BBef€HHI onTHUHOI iHdopmauii
B MpHUCTpilf, nepBHHHEe 300paXkeHHA CKAHYETbCH Ha
anepTypy OpMHManbHOTO MPUCTPOID, TOBTO KOXKHOWO
OKDEMOIO 4YapYHKOI0 anepTypH BHKOHYEThCS MpHHOM
ingopmMantii Bin KoxHOI OXpeMoi TOUKH 3COpaKeHHH.
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TIpH tboMY HOPMYIOTECS CUTHAIK PI3HOMAH I THUX THIIB,
TOGTO KOXKEH 3 HUX MICTHTb B COGi OBOJI pi3HOMAHITHI
XapaKTepHCTHKH 300paxeHHs, fKke po3nidHacThes. Bci
CHFHAIM, AKi HamifiuuM Wa mnpuiManeHuit NpuCTPil,
NEPETBOPIOIOTLCA 33 nonomMoroio KVP-nepersoperHs Ha
JIY®, ski nignaraioTe nonepeaHsoi o6pobui.

lNonepennsa obpobka GasyeThcs Ha cnocobi napa-
JIeNBHOTO CKIafaHHA YacoBHX iHTepsaniB [31. B gaHomy
BHNagKy uel MeTol BHKOPUCTOBYETHCA HK METO.
(opMyBaHHs KaTeropii BU3HayHHKa [4], y BianosigHocTi
3 AkuM Oyne BUKOHYBAaTHCA PO3Mi3HaBaHHA 300paxeHb.
Cnupaiouuce Ha Te, wo cnoci6 napanensHoro
CK/IANIEHHA 1a€ MOXIIMBICTb BiJOKPEMJEHHA 3arajlbHHX
HacTHH curHamiB, 3 Yycix JIU®, mo HaaxoIaTs,
BiZOKPEMITIOETRCA ORHOYAcHO (mapaiensHe) Aexinbka
3arajlbHUX YacTHH, KOXHA 3 AKHX XapaKTepH3ye AESKHA
KOHKPETHHI BU3HAUHHK PO31i3HABAHHS.

3 UbOro BHXOAWTS, IO CNOCi0, AKHA NMPONOHYETHCH,
BHKOHye 06po6ky cHrHaniB s po3fnizHaBaHHA He 3a
OfAHHM KOHKPETHHM BU3HAUHHKOM, a 3@ JEAKOK
Ki/IBKICTIO, PM YOMY L% KIIBKICTH HE 3aBJaHa CIIOMATKY,
a BH3HAYaeThCs B Mpoueci nonepeaHboi 0b6pobku
indopmauii. OaHOYacHO i3 MPOLECOM BiNOKPEMJIEHHSA
3aranbHHX 4acTHH JIY®P BHKOHYETBCH PO3IiNIEHHA Xa-
PaKTEPHCTHK BH3HAYHMKIB, L0 OTPHMYIOThCA, HA AKICHI
Ta KinekicHi xapakrepuctuxku. KokeH 3 knacis Bu-
3Ha4YHHKIB TIONAETBCA HA OKpeMHil kaHa1 oOpobGku
indopmauii y BianoBiaHOCTI i3 AKkicTIO BHsHAYHMKaA. B
KOXHOMY 3 KaHa/liB BMKOHYETbCA ONHOYACHA KiHLEBA
obpobika.

2. AHAJII3 THOOPMAITIT

Sk OGyno BigMiueHo BuILe, 3aNponoHOBaHMHE croci6
posnizHaBaHHA 306paxeHb 6a3yeTbcs HA BigOKpEMJIEHHI
BH3HAYHHMKIB Ta POPMyBaHHI IX CHCTEM 115 BUKOHAHHA
KIHIEBOro po3Mi3HaBaHHA, TOOTO [UIA BH3HA4YEHHS THITY
300paxeHHA. Anle roNIOBHOI0 PHCOM), 1O BiApi3HAETLCS,
uboro cnocoby € Te, 1O 3a paxyHOK BiZOKpEMJIEHHA

OZXHOYACHO NEeKiIbKOX BH3HAYHHUKIB 3HAYHO
MiABHLIYETbCA DOCTOBIpHICTh po3Mi3HaBaHHA
300pakeHb.

[Ticns 3axkiAdeHHs nonepeaHsoi obpobkn iHbOp-
MaLlii BUKOHY€TbCSA NapanesibHuil aHani3 CUrHaliB B ABOX
KaHanmax: AKiCHOMY Ta KuibKicHomy. KoeH 3 kaHanos
BHKOHYE O00poOKy curHaniB 3 (OpMYBaHHAM CHCTEM
BU3HAYHHKIB 300paXKeHb HAMPUKIHLI aHaANi3y.

B xanani xinbkicHoi 06poGKH BRKOHYETHCA DOpPMY-
BAaHHA BM3HAYHMKIB, AKi OMHCYIOTb KOHKpeTHi (i3uumi
XapakTepHCTUKH 306paxkeHnb (Maca, Bara, 06 em, dopma,
PO3MipH Ta iHwi.).

B xaHani akicHoi o6po6ky BHKOHYETBCA CHHTE3Y-
BaHHA (reHepyBaHHs) BU3HAuHuKis. [Ipuuomy B OCHOBI
reHepallii Takox mnoknazeHuH croci6 napanensHoro
cKIaneHHA [3], B naHoMy BHUaAKy BHKOHyeThCs Oara-
TOKpaTHe (opMyBaHHS 3araibHUX YacTuH. Taka onepa-
uin Oyna HasBaHa i€papXiyHHM CKJIAJCHHAM, Ta fK
onepallii NapaienbHOro CKJIANEHHN 3AIACHIOETHCH Y Bill-
nosigHOCTi 3 nobyaosowo iepapxii. [Mobynosa iepapxii
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6asyeTbcs Ha yMOBi [NOCTAaTHOCTI (OpPMYBaHHA BH-
3HAYHMKIB, AKi 30aTHi MOBHICTIO OMMCaTH 300paxeHHs
NpH KiHUEBOMY PO3Ti3HABaHHI.

KosxeH iepapxiunuii piBeHb 3abe3neuye renepauiio
OEAKOr0 BH3HAYHHKA 300paxeHHa. TakuM YHHOM,
po6uMO BMCHOBOK, MO 4uM Oinbuwie piBuedl MiCTUTH
onepauis iepapXiYHOro CKJIANEHHA, THM TO4HilEe Ta
nosHilwe Gyne onucaHo 306paxeHHs. Jlns BU3HAYEHHS
AOCTATHOCTI piBHed iepapxii Ta KiNbKOCTI BH3HAYHMKIB
BBOMWTHLCA JIeAKa KOMYTalifiHa ¢yHKLif, Aka Y BHNAJAKY
HENOCTATHOCTI BH3HAYHHKIB BUKOHYE NEPEKOMYTALIO
MiX OKpEMHMHU OnepauisMH iepapxil.

Heo6xiaHO BiAMITHTH, WO NpH TakOMy Migxoni 10
BiIOKpEMNIEHKS BH3HAUHMUKIB 306paxeHb BCi
BW3HAYHHKM, [0  OTpMMaHi, OyayTh  HESBHO
BHp@XeHHUMH, TOOTO 1e OydyTb He TUIbKH KOHKpETHi
¢i3M4HO BH3HAYEHHI BEMHYHHM, ale A iX pi3HOMaHITHI
OHoCepeAKoBaHi iHTerpoBaHi koMOiHawil.

[Ticns 3aKiHYeHHA CHHTe3Y {reHepalii) BUSHAYHHUKIB,
AKE BW3HauYeHe 3a JAonomorol GyHKUIl komyTauii,
BHKOHYETbCA (OPMYBaHHA CHCTEM OKPEMMX BH3Ha4-
HUKIiB. DOPMYIOTBCA TAK 3BaHi KOZEPH-BHIHAYHMKH, AKi
XapaKTepH3ylOTb KOXKHHHA KOHKDETHHH BM3HauHuk. B
NaHOMY BMManKy B AKocTi koxepy € JIU®, aka onucye
BAACTHBOCTI  BU3HAYHHMKIB 32 JOMOMOrO  CBOET
dopmyrouoi GpyHkuii. »

Jins BUKOHAHHA onepailii po3nmi3HaBaHHA 306paxeH-
H HeoOXiaHO CTBOPHTH eauHy JIY®P cucTeMH BH3HA4-
HUKIB, Aka 6 06'eaHysana B cobi BCi BIACTHBOCTI BCix
KoJepis BU3Ha4yHMKIB. B upoMy BHmaaky mnoctae
MHTaHHA NPO AHATITHYHY 3AIEKHICTL €AHHOI (PyHKUIT
po3mi3HaBaHHA Bif KOXHOIO 3 KOAEPIB OKpPEMO MpH iX
ONIHOYACHOMY B3a€MOBNHBI. JIna BpaxyBaHHA BILTHBY
KOXHOr0 KOAEpy OAMH Ha OJHONO0 BBOAMTLCA HOBA
MaTeMaTHYHa (PYHKUIOHANbLHA 3aeHICTh, SKa Ha3UBa-
€TbCH OMEPaTOpOM BIUIMBY. 3a HOro AOMOMOrO OMH-
cyerhca (GopMmyBaHHA (QyHkuii, sxka Oyze KomyBaTH
KOHKDETHY CHCTeMy BH3Ha4YHHKIB, — L(iLTbOBHH Koaep:

n m
F=%aflp, (m
i=1 4
J€ N — KUIBKICTb BXiHHX CHIHANIB;
a; — iH(opMallifi, KA MICTHTLCA i-M CHIHAIOM;

m
1= OMnepaTop BIUIMBY BH3HAYHHUKIB OJIMH Ha OIHOTO;
e

m — KUIbKiCTh KOJEPOB-BH3HAYHHMKIB, 1O OyIM CHH-
TE30BaHI;

p; —3MiHHa, AKa XapakTepusye QI3M4HMI 3MIiCT BH-
3HaYHHKa 306pakeHHs.

3 ychOro Builie 3raflaHOro BUTIKAE, WO WTLOBHHA KO-
nep Habysae AKiCHy 3aNexHicTh Bi QyHKuii oneparopy
BIUIMBY, (pH  LbOoMYy BiH 30epirae  Kinskicuy
XapaKTEepPHUCTUKY 300paKeHHA. 3aBIAKM BILIMBY OQHOTO
Ha OfIHOro pisHoMaHiTHUX JIY® pobuMoO BHCHOBOK, w10
QYHKIII0 UUTbOBOYO KONEPY MOXHZ NpPENCTaBHTH Y
BHITIANI NPOCTILMX JOriUHUX onepauiii.

Takum HWHOM, TPH HAABHOCTI QYHKUIA UiTbOBUX
KOMlepiR KOXHOI CHCTEMM HEABHO BHPAXEHHWX BH3HA4-



HMKIB 3'ABJAETLCA MOMUIMBICT (OPMYBaHHA KiHLEBOT
eantoi JTYD. Taka pynkuis y disnaHoMy 3micTi noBHH-
Ha MaKCHMaJbHO TOBHO ONWCYBaTH 300paXeHHs, WIO
posnisHaeTecs, Gopmys B rpadiyHoMy BHrIAAi CBO-
€pinnunii aHanor «kmo4a-sigMuuki». Lle mocsraersca 3a
AONOMOTOI0 TOTO, MO 3MiHHI NMpU3HAKiB p; mix xiew
OMepaTopy BIUIMBY [ilOTh Ha Pi3HOMAHITHMX PpiBHAX
cynepnosuuii, mo no3sonse popmysatu JIYD cknagHoi
KOHQirypauii (puc. 1).
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Puc. 1. @opmyBaHHs KIOYOBOT (pyHKLT.

Onepatop BWIMBY € MEBHOK (YHKLIOHANBHOI
3QNEKHICTIO, AKa Jlic Ha KOHKPETHOMY MPOMIXKY 4acy.
Onepauis nii onepatopy BBy Ta GopMyBaHHS KTOYO-
BOI PyHKUIT OnKCyeTHCA 32 IONOMOr0K GOPMYIIH:
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me F, — 3BeneHHa iHTerpoBaHa KiibKicHo-sxicHa JIY®
(kmodoBa pyHKLis);

JF — ONepaTop y3arajibHEHOIo IHTErpYyBaHHA Kilb-
m
KICHOTO pe3yNbTaTy MapaieibHUX BXiJIHHX 3MiHHHX 3
BH3HAYeHHAM (i3HYHMX pO3MIpHOCTEH TAa HEABHO BH-
POXEHUX BU3HAYHHKIB. :
[licns 3akinvenns GopMyBaHHA Kmou0BOi (yHKILii,
ika € yH.iKaHL}{HM BiZIOOpaXEHHAIM  KOHKPETHOrO

300paeHHA, 3aKiHYYEThCA €Tan aHanisy Ta o6pobku
iHdopmaniii. :

3. PO3III3HAHHS 30BPAKEHHS

Ba3oio posnisHaBanHsa 300paxeHHs € onepauis 1o-
PiBHAHHS pe3y.1bTaTiB, WO OTPMMaHi npu obpobui, i3
paxiwe BinomMumu. ToMy NMpHIycKaemo, WO iCHYe Jeka
6asa 3HaHb, sKka MiCTHTL B CO6i eranoHHi 3paskwu
curHanis (tobro JIY®D) 306paxens, ski 06OB I3KOBO
BiIHOCATBCA 1O Kiacy 300paxeHHs, ske HeoBXilHO
PO3Mi3HATH.

Tlepen THM, K MPUCTYNHATH A0 KiHLEBOTO PO3Mi3Ha-
BaHHs 300paxkeHHs, HEOOXiAHO BWKOHATH aHANi3 LiH-
HOCTI pesyabTaTy (Kmo4oBoi ¢yHKUiT), T06T0 BneBHU-
THCA B iHQOPMATHBHOCTI Ta BiAMOBiZHOCTI curhamy, a
Came CHIHal Ma€ XapakTepu3yBaTH 300paXeHHA, a He
CTOPOHHI 3aBag¥ uM uymu. V BianopimHocTi 3 uuM
BHKOHYEThCA MNOPIBHAHHA (YHKUil, WO OTpuMmaHa B
npoueci GopmyBaHHs KIHOYO0BOT (yHKUIT, 3 momiGHAMH
¢yukuismMu  eranonis. YV BHNmagky  HasBHOCTI
IIEHTHYHOTO eTaloHy (aHanory) — 300paKeHHs BBaXa-
€TbCA PO3MNi3HAHMM. Y BHNAAKy K, KOJM aHANOTY [0
Pe3YNbTATy HE 3HAHIECHO PO3MIANAIOTHCA JBA MOKIMBHX
BHMNA/IKK: HE3HAYHI BilIXWICHHA Pe3yJ]bTaTy Bil aHanory
Ta BiICYTHICTE aHasOriB B3arai. A

B nepmomy Bunagky HeoOXiIHO BHKOHATH aHani3
HEBIANOBIZIHOCTI Ta BU3HAYMTH HACTYIIHE: YM € 3rajaHa
HEBIANOBIAHICTL pesynsTaToM Aii 3aBajg mpu 06pobwi
inpopmauii UM He3HAUHMM 3MiHEHHAM 300paKeHHS 3
TEWEO wacy. Shuno HERHANOTIVHICTD — PEIYABTAT ANt
3aBajl, TO BHUKOHYEThCA  TIOBTOPHE  BH/ILIEHHS
BHU3HAYHKKIB Ha paHillle CHHTE30BaHUX CTPYKTypax.

VY BHNajKy X HECMiBNajaHHA 3 MPHYMHH 9aCOBOrO
baxTopy posmisHaHHS BHKOHYETHCS Y BiANOBIAHOCTI 3
iMOBIpHICTIO eBOJIOLINHHOrO PpO3BHTKY 06 €KTYy, WO
po3mni3HaeTheA. KO Npy nowyKy ananory B 6a3i 3HaHb
BiJICYTHi BiNOBi/IHi €TANOHH, TO Y BHNAJKY NO3UTHBHOT
OUWIHKM UIHHOCTI  pe3ynbTaTy, HOBHMIl  pe3yabTar
3aMucyeThes B Gasy 3HaHb Y AKOCTI HOBOTO €TalOHy.
TakuM YHWHOM BHKOHYETHCSA EBOJIOUIMHMIA PO3BUTOK
0a3n 3HaHb.

4. IPAKTUYHE PEAJII3YBAHHS
METOXY

Hns posnisHaHHs 300paxkeHb OyB mMpeacTaBleHMi
cnocid KVP-nepetBopenns, ane s peanisyBaHHs Horo
HeoOXiTHO BMKOHATH KOHCTPYIOBaHHA MPUCTPOIO, AKMA
Oy/ie BUKOHYBaTH po3Mi3HaHHA 300paxeHs Ha 6a3i uporo
metoxy. Jlns usoro HeoGXifiHO BpaxyBaTH BCi BUMOTH 110
00pobku 300paxens, mo Oynau NMpeacTasieHi BHILE: A0
npuifomy  iHdopmalii, rnepeTBOPEHHIO,  aHami3y,
(GOpMyBaHHIO KiHUEBOTO pe3yabTaTy (RECHOBKY MPO THII
300paxeHHs).

PosrnsHemo npumycTumuil NpHCTpiit po3ni3HaBaH-
Hfl, IKE OCHOBaHE Ha BiJOKPEMJICHHI HESBHO BHP@KEHUX
Bu3HayHukiB Ta KVP-neperBopenni. 3 mnpuxummy
o0pobku iHpOpMall MOXHA CKa3aTH, WO B SKOCTI
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OCHOBHMX GNIOKIB TaKOro NPHCTPOIO MpHiiMaOTLCA: GNIOK
nepeTBOpeHHs CHrHanie Ha JIY® Ta BinokpeMmJaeHHA
THTIB BH3HAYHHMKIB, ONIOK CHHTE3aTOpa-reHepaTopa
BH3HAYHMKIB Ta GNOK BH3HAYEHHs THIy 300paxeHHs 3
cHcTeMol0 hopmyBanHsA 6a3H eTANIOHHMX 3HAHB.

Ha nepuiomy erani 06po6ku indopmauii B mpucTpoi
HEOGXilHO BHKOHATH He TiNbKM nepeTBOpeHHs Ha JIUD
CHTHAIIB, ane # BM3HAYMTH THIH BHU3HAYHMKIB, 3iTHO 3
SkuMH 1oTiM Oyne BHKOHyBaTuCA KiacuiKyBaHHs
BH3HAYHHKIB Ta pO3Ni3HaBaHHs 306paxeHs. /IS LBOrO B
% TNEPBHHHOTO  aHamizaTopy  iHdopmauii
TIPOTIOHYEThCA BHKOPHCTATH napanenbHuli cymarop [5],
skuii 6a3yeThCA Ha MPHHIMATI NIAPANENBHONO CKIAACHHS.

[lpu neranbHoMy amanisi MoxuIMBOCTEl LBOrO Cy-
MaTopa, pofuMO BHCHOBOK, IO BiH 3aTEH HE TLTHKH BH-
KOHYBaTH MPOCTili MaTeMaTW4Hi onepauii (cknaneHHs,
BilHIMaHHA) 3 niHiHEMH QyHkuisMu, ane # cuH-
Te3ysaTH QyHKuii 3 iHTerpansHEM onmcom. 1le no3Bonse
HasBaTH Ueil cymarop Ginbil y3aranbHEHOK Ha3BOK —

——~yHKUiHO-IHTerpaNbHA CHHTE3aTOP.

Brxoasuu 3 NpuHUMNY NapaneibHOrO CKIANEHHS,
QyHKUiHO-iHTerpaNbHUl CHHTE3aTOp BUKOHYE BiZIOK-
PEMIICHHS 3arajlbHUX YacTHH BCIX CHTHANIB. IO Hamili-
miH. Ha etani nonepeanboi o6po6ku ni 3aranshi ua-
CTHHH XapaKTepH3YIOTb KOHKDPETHI THIH BW3HAYHHKIB,
IO 103BOJISE BHKITIOYHTH OMWIKY NPH OTPHMAaHHI JIBOX
ICHTHYHMX GyHKUiH Ans pisuux BusHauamkis. s
MPOBENCHHA NETAILHOrO aHanizy iHopmauii, mo
Hajifimula, 1O NPHCTPOIO BBOIMTHLCA JBa KaHamy

POOKH: AKiCHHMI Ta KinbKichuii. Sk Bxke roBopuiocs
BHIE, B KOXHOMY 3 KaHajliB BHKOHYEThCS 0oOpobka «
CBOIX» KOHKPETHHX BH3HAYHHKIB.

OCHOBHOIO 4acTKOIO KaHay sKicHOT 06po6KH € CHH-
TesaTop-resepatop [4] BusHauHMKiB 306pakeHs. Taxuil
CHHTE3aTOP-TEHEPaTOp BUKOHYE OCHOBHY —OMNepauilo
BiIOKDEM/ICHHA HEABHO BHD@XKEHHX BH3HAYHHMKIB —
icpapxiuHe  ckianeHHs. CHHTe3  BH3HAYHHMKIB
3abe3nedyeThes 3aBNAKH GylIyBaHHs i€papXiuHOl CTpyK-
TYPH, E€NEMEHTApHOI0 4YapyHKOIO AKOi € QyHKuiiHO-
inTerpanbumii cuHTesatop. TIeHepailii MakCHMAIBHO

KICHUX ~ BH3HauHHKIB  306paxeH, nepenGauae
a[lanTHBHUA CHHTE3aTOP-TEHEPaTOp CaMOHANIATOKY-
BaHHH Ha ONTHMAIbHY CTPYKTYPY PO3Ni3HABAaHHA NN
3ale3nevyeHns MaKCHMaJIbHOT e(heKTHBHOCTI
nepeKoMyTallii 3B'S3KiB MK elleMEHTapHUMH HapyH-
KaMH, B AKOCTi 38’ A3yIOYHX JIAHLIOTIB BUKOPHCTOBYEThCS
BOJIOKOHHO-ONTHYHA KOMYTaLlis.

Hicns Bukonanoro awanizy iHpopmauii po6urscs
KiHUeBe po3ni3HaBaHHA 06 ekTiB. Jlis UbOro B NpHCTIiA
BBOJMTECA O/MIOK BH3HAYEHHS TWIy 300paxkeHHs i3
“tctemoio Gopmysarns Gasu ertanoHHux 3mamb. [lpw
ubOMy HeoOXiTHO BpaxyBaTH, M0 I CHCTEMH
dopmysanus Gasu  3HaHb noTPibHAa  HamBHiCTH
IuHamivHOl nam’'sTi, ska 3a6esneunTs He TINBKH 36e-
PEXEHHA NaHHX, ane i 3abesneqnTh eBOMOLiHHMA po3-
BHTOK 6a3u 3HaHb.

Haiibinbln  gouwinbHo npu TakoMy migxomi mo
00poOKkH CHIHaniB B sKOCTI AWHAMi4HOI maMm sTi
Q\ BHKOPHCTATH BOJIOKOHHO-ONTHYHI JIiHiT 3aTpumxu. Boun
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MaloTh 3a0e3nevyuTH BCi YMOBH WA 36epexeHHs Ta
AHHAMIYHOIO NepeaBaHHA JaHHX (TOYHICTD, IUBHKICTS,
QYHKUIOHANBHICTS).

BHUCHOBKH

Ipunumn posnizHaBaHHs, WO 6yn0 3aNponoHOBaHO,
UikaBHi TMM, M0 B HOTO OCHOBI JIEXMTh KBAHTPOHHE
nepersopeHns (KVP-nepetBopenns) curmanis, mo
A03BOINISIE B AKOCTI HOCiA iHdopMallii BHKOpUCTOBYBaTH
yacoBuii ¢akrop. Takmhi nixxin a0 po3nisHaBaHHA
300pakeHh [a€ MOMNUIHBICTD 3HA4yHO 3OUIBUIMTH
WBKAKICTL 00pobkH iHdopmauii. A 3a paxyHOK CHHTE3y
BM3HAYHHMKIB 300paKeHb DIi3HHX THIIB MiBHIIHTH
NOCTOBIPHICTL BH3HAYEHHS BHIIIAMY i THIY 306paKeHHs.

OcHOBHOI0O OCOGNHBICTIO, AIKOIO BiAPI3HAETBCA Me-
TOA po3ni3HaBaHHA 306pakeHs, mwo Gyjo 3amponoHo-
BaHO, € CHHTE3 HEABHO BHPAXKECHHX BHM3HAYHHMKIB, AKi
OIMUCYIOTh HE TUILKH KPHTEpii, O po3'ACHIOTECA (i-
3MYHO, @ TAaKOXK i Ti, AKIi HEMOXHA OMMCATH 33 JOIO-
MOrol0 mnpoctux (ismuHux poamipHocreil. Tobro Taki
BU3HAYHUKM ONHCYIOTH OyAb-AKi OonocepenkoBaHi iHTer-
poBaHi KOMGiHaLii CTAHAAPTHHX BENTHYMH.

Cnocif, sxuit Mu omucany, Hai6iIb nepcexTHB-
HHM € JUIA CTBOPEHHS NPHCTPOIB OKO-NMPOLECOPHOro
THIly. Tak fK y BiAMOBIAHOCTI N0 JAaHOrO METoxy,
3'ABJISETHCS MOXUIMBICT 3MilicHIOBaTH 06pO6KY pi3HMk
THIIB CHIHANB, SKi HAIXONATh HA NMpHiManbHMA npH-
CTpiii cHCTEMH.

B 38'A3Ky 3 UMM 3'ABNAETBCA BEJMKA NEPCNIEKTHBA
BUKOpHCTaHHA KVP-nepeTBopeHb B pi3HOMaHITHHX CH-
cTeMax, B SKHMX HeoOXiaHO 3ailicHIOBaTH po3Mi3HABAHHA
06’extiB  (MOMWYKY, CHiAKYBaHHS, JiarHOCTYBaHHS,
KOHTPOJIO Ta iHMmii. ).
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Abstract. Comparison of two methods of feature
dependent views generation created and implemented by
our group. The criteria of comparison are: what views are
generated by each method? How many views each method
generates? Presented methods are used for preparing view
models for a visual identification system.

Keywords: view model, view representation,
model-based object identification, feature dependent
views generation, standard view model, view sphere, view
points, completeness of a set of views.

1. Introduction

Our goal is to work out a model of convex poly-
hedra for a visual identification system. The system
is based on a model database and acts similarly to
human memory. It perceives the reality by two ca-
meras which act as eyes. Then it compares the ana-
lysed depth map with each model in the database.
We want to make a model which would be possibly
the best for comparing with the depth map so the
system needs only little computation to answer the
question whether it fits the model or not. Therefore
we decided to create a view model. It means that an
object is represented by a set of its views.

Two main problems have occurred while we were
thinking. The first is how to place the view points?
They can be disposed in a uniform way ([12, 15, 25])
or non-regularly in places depending on the object
features ([5, 13, 19, 21, 23, 24]). Each object has an
infinite number of views but for a computer database
we can have only a finite number of views. We need to
select as many wiews as necessary to have a good rep-
resentation but, on the other hand, as few as possible
to occupy a reasonable amount of memory. So, which
views should be chosen to satisfy the conditions?

The second problem is to prove that the re-
presentation is complete. It means that for each view
point the related view is in the database.

2. The View Sphere Concept

To simplify the task and to standardise the
views we have decided to limit the set of views only to
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these views which can be seen from a sphere (called
the view sphere), which has the centre O in the
centre of the object and its radius R is known, fig. 1.
The radius of the view sphere depends on the size
of the object and on the angle of the cone of vision
2a (which is a technical parameter of the cameras).
The exact relation is described in [13]. This radius is
fixed so that the model of an object for which we try
to create the views fills the viewing space but also so
that maximum elements of the model are visible (not
too near and too far) and it is constant during the
process of generating views of the model. This impli-
cates a restriction on the cameras (during the process
of recognition) which have to be placed in a proper
distance from the objects on the scene, because the
perspective projection makes extreme elements of the

one-view area

view sphere

Fig. 1. The object, the cone of vision and

the view sphere

visible part of the object disappear while increasing
the distance. The distance between the cameras and
the objects doesn’t have to be exactly equal, but it
should be comparable to the radius of the standard
view sphere (used during creating the view model) of
each object on the scene (it depends on the sizes of the
objects and can be easily computed). This condition
limits the usage of such a model database but it is
still good for systems which can approach the scene,
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for example when the cameras are placed above the
table and they can be moved down if necessary or in
the case of a robot which can decrease the distance
to the object.

The set of views which can be seen from the sur-
face of the view sphere is only a set of some standard
views because of the constant distance to the centre
of the model.

3. The View
and the Completeness of
the View Model

To begin with we tried to construct a model
of convex and opaque polyhedra. We considered
only geometrical and not e.g. photometrical features
(color, texture...) of the objects. According to this it
is sufficient to match the visible faces, edges and ver-
tices of the object with a view of a model to recognise
the class of objects. Because the visible edges and
vertices are elements of the visible faces, therefore we
have defined a view as a set of the visible faces of the
object. It occurred automatically that many views
are represented by only one view, so called the cha-
racteristic view. The characteristic view can be any
view of the group of identical views (identical in the
sense of the above mentioned definition).

The views which are identical are adjacent to
each other and the view points related to them form
a one-view area on the view sphere. Hence, the
one-view area is an area on the view sphere on which
the view point can be freely moved without caus-
ing any change in the view (still the same faces
are visible). For convex polyhedra each one-view
area has the shape of a convex polygon on the view
sphere. The view sphere with the one-view areas
looks like a football sewn of various pieces (of dif-
ferent shapes and sizes) of leather, fig. 2. The bound-
aries of the one-view area are formed by a group of
planes of some object’s faces (called the boundary
faces), which, when intersecting with the sphere, cre-
ate a ,spherical” polygon.

After generating all views of the model and all
one-view areas related to them the completeness of
the model can be checked. The one-view areas are
helpful here. If the football (view sphere) hasn’t any
gaps in its covering then it is ready to use (the model
is complete), otherwise it can’t be used in the game
— some new pieces of leather (some new views and
new one-view areas related to them) are needed to
complete the covering.

The algorithm of views generation ([19]) can be
divided into five phases. The first phase is generat-
ing and storing of the set of standard views. The
second — determining the one-view areas for each
stored view. The third — checking of the covering
of the view sphere. The fourth — determining of the
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gaps in the covering (indicating the gap boundaries).
The fifth — generating of the missing views. The last
phase isn’t yet precisely specified. It may demand di-
viding the gap into smaller gaps and then generating
the views. If it is possible to use here the sequence of
instructions from the first phase then the algorithm
could be taken in a loop.

Fig. 2. Covering of the view sphere by
the one-view areas -

4. The Method of
Three Types of Views

As written above we have made an assumption
about the objects which can be recognised by the sys-
tem: they can be convex and opaque polyhedra. Ac-
cording to the geometrical features of such objects —
faces, edges and vertices — our first idea was to cre-
ate the views dependent on those three features of the
polyhedral object. The first method consists in deter-
mining the views of three types: face-centered, edge-
centered and vertex-centered views, [13]. In the first
case the viewing direction goes through the centre of
the view sphere and the centre of the selected face.
The view point lies on the sphere in the place where
the so defined viewing direction intersects the sphere.
In the case of the edge-centered views the viewing di-
rection goes through the centre of the sphere and the
centre of the selected edge. For the vertex-centered
views it goes through the vertex. The sense of the
viewing vector is always the same — toward the cen-
tre of the sphere.

After generating the face-centered view for each
face of the polyhedron, the edge-centered view for
each edge and the vertex-centered view fomeach ver-
tex the one-view area for each view should be com-
puted.

The reasoning for one-view areas, checking the
covering, determining the gaps and the missing views
should be repeated as in section 3.
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5. The Method of
Dispersing of the View Point

The second method is more accurate. At the
beginning the first view is determined and registered.
It can be any view computed by the first algorithm
(described in section 4). In our implementation the
face-centered view was chosen, because it is most pos-
sible that it won’t be an incident view, [23].

After this the one-view area of that first view
is computed. When all boundary faces (of the one-
view area) are known, the view point is moved to the
other side of each of them sequentially. The aim of
this step is to find the neighbouring views for the first
view. Firstly, a middling plane for the first view con-
tour edge is computed. The middling plane is a plane
containing the viewing direction (view point and the
centre of the view sphere — point (0,0,0)) and the
centre of the chosen (first) view contour edge. This
plane intersecting with the view sphere determines
the direction of the view point movement. The view
point moves along the big circle formed by the mid-
dling plane and the sphere in the direction opposite
to the chosen view contour edge. It stops after cross-
ing the nearest boundary face (of the one-view area).
Then the new view for the new location of the view
point is computed and registered. Afterwards the
view point comes back to its previous position, the
middling plane for the next view contour edge is com-
puted and the movement of the view point is conti-
nued along the middling plane.

When all view contour edges of the first view are
used, the next view is chosen from the register and
the whole procedure (determining the one-view area
and the neighbouring views) is repeated until there
are still any views in the register.

To be sure that the set of views is complete, the
checking of the covering, as in section 4, should be
done and if there are still any gaps, then the missing
views should be computed.

6. Comparison

Both methods are implemented and have been
tested on the same four objects: hexahedron (regu-
lar), pentahedron (saddle roof), heptahedron and oc-
tahedron. The results of the methods are in some
cases different.

In the case of hexahedron and pentahedron both
methods generate the same views. The hexahedron
needs 26 views to be well represented (the view sphere
is completely covered by the related one-view areas).
Logically, the pentahedron, which has less faces than
the hexahedron, should need less views: each method
has generated the same 20 views of it, which also
form the complete model. For more complex (with
more faces and without symmetry axes) solids the
situation is worse. The first method generates less
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views of such solids than the second one. But still
it is very frequent that both models of nonsymmetric
solids are incomplete. There are still some missing
views.

7. Conclusion

Both described methods are efficient for regular
or symmetric solids. For nonsymmetric solids the se-
cond method is better. It provides more views. To -
complete both methods an algorithm for detecting
boundaries of the gaps and a method of generating
the missing views is needed. It is quite possible that
for generating missing views the original method of
generating views could be used.
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ABSTRACT

Both the methodology and results of
experimental research performed for the facial images
normalization by means of compact models description
that describe image classes are considered in this paper.
The problems of preliminary image processing based on
the method of generalized Q-transformation are eing
solved. The image segmentation with the formation of
- connectivity matrices and the formal description of the
resulting components are taken into consideration as
well. The calculating algorithms based on the
methodology of dichotomous balance of the images
being prepared have been used for the classification of
human facial images. The high efficiency of recognition
caused by the compact description of object images was
obtained as a result and in this way it helps to make the
processing more noiseproof, to improve invariance to the
2D and 3D- transformations and to reduce the calculation
time requirements.

1. INTRODUCTION

During the last 15 years the problem of facial
recognition has becn given more and more attention by
researchers. The latest improvements in this field use a
great variety of methods. Although each method has its
own specific quality, the reliable recognition has not
been practically achieved yet, even for the narrow range
of conditions. The basic specific problems to be solved
are as follows: 3D rotations, the invariance to facial
expression, various sights and the integration of
information from different scales.

The main goal of this research is to solve the
problem of the integration of the high-level information
into the low-level facial presentation [1]. This will result
in higher recognition efficiency. The advantage of such
recognition is compact face presentation which considers
the reduced size of the data sets and faster efficiency.

A human being tends to concentrate upon some
high level peculiarities while recognizing unfamiliar
faces. On the contrary, most automatic systems process
faces as a whole. Kirby and Sirovich [2], Lanitis.- and
others [3] performed the analysis of principal
components considering a face as a whole. Blackwell and
others [4] noted that the preliminary processing of the
whole image cannot solve the problems connected with
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the integration of large data sets.The other system class
processes located descriptors. Lades and others [5]
recognized faces without mtegrating the regularity of a
facial class. Penev and Atick [6] performed the analysis
of a local peculiarity on the basic of each human's
individual view.

2. METHODOLOGY

The general methodology of the compact image
presentation is given in accordance with the scheme of
coarse - fine processing. The coarse processing consists
of image quantization and is followed by its division into
spatially-connected segments [7]. The results of this
coarse processing are separate segments sgructured in
some fields according to their connectivify indexes.
These image segments are formed from spatially
connected pixels of a quantified image and then create
connectivity fields. In the case of a human face, coarse
processing these fields can reflect its distinctive
components (eyes, cheeks, mouth, etc.). Then separate
segments undergo the fine processing scheme. In this
case, the processing of the segments which are less
deformed because of different facial expressions
becomes possible.

2.1 The fine scheme of image processing.

The fine processing scheme is based upon the
separate segment analysis and includes image preparing,
i.e. transforming the image into the matrix of 3-level
binary preparations (positive, negative and zero) and
their subsequent transformation by means of forming
local and general equalization functions. Further
correlation analysis of those functions is provided as
well. The preliminary processing includes all subsequent
operations. The input 2D grey-scale image is presented

by the matrix of light intensity pixels A4 = [ai j],

i=1+N, j=1+M, where MXN is the input image
dimensions. The general mean of the present matrix A is

found as:
®

ariio
=—Z 1
= M i i
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Then sets of differences between pixels and obtained
means of the whole image or its segments, are
determined:

Ri,=ai;—a )

In order to obtain the set of preparations this differences
are compared with the threshold & [8, 9]:

1 eif Rij >0
gij=y ~LifRij <(-9) 3)

0, if IR,-J- )

The experiments have shown that the usage of the
function that equally distributes positive, negative and
zero preparations is most useful for the facial image
preparing. It makes it possible to mark areas with and
without brightness differences (according to the
threshold) in a proper way. The threshold itself is
adapted to the image. It results in segmenting separate
fields of an initial image for their further analysis. The

threshold & is chosen from the following conditior [9]:
MAX(N“’ N NO) )
p o4y, s 4Y¥,

(h (=1) 0) . %
where A/ o N ’ ,]\fr is the number of positive,

negative and zero preparations within each grey level -t.
X X
The matrix of preparations Q = |:q”:] is formed as

a result of the above mentioned operations.

2.2 The image segmentation.

In order to get certain features [7] from the
obtained matrices the connectivity indexes are
determined separately for positive, negative and zero
preparations. The stages of image segmentation in
accordance to the meaning of their connectivity indexes
are mentioned below. .

The general connectivity index of the whole
prepared image is found. The connectivity spectrum of
the image with the M*N-dimentions is defined as

8 N,M :
w=2 24,

v=l ij

where q:j is an element of the image with ij-coordinates

and v-connectivity.

2.3 The formal description of image parts.

The following decomposition based on
dichotomous principle could be used to analyse the
obtained connectivity spectrum. Let us divide the whole
prepared matrix in a column (row) direction so that two

S0

divided parts will have equal connectivity indexes. The
operation of column (row) equalization should be
introduced for each level of this dichotomous
decomposition. The local column equalization function

U "= [u:] has to meet the following requirement:

N} ©

N
2.9 wefl2,..,

i=ul_+l

U,

V —
Z 9=
i=1

Then, the general column equalization function
U "= [u;] is determined as follows:

N
quu qu:j @

Jj=1 I=1 j=uj +1 I=1

Besides, this equalization process is performed for each
row and column of the prepared image. Furthermore, the
obtained connectivity indexes are added to each of the
divided fields.

The equalization procedure is carried out during
each step of this decomposition. The operations bemg
described are performed separately for positive, negauve*
and zero preparations. Then a classifying analysis
method has to be used as described in [10] for
recognition and identification of human faces with the
usage of operations based on the network structure.

3. EXPERIMENTAL RESULTS.

Two basic noise distributions most common in
the tasks of image processing - Gaussian (normal)
distribution and uniform noise distribution have been
chosen to analyse a noise invariancy of this method. 7
different gradations with such levels as 0%, 5%, 10%,
15%, 20%, 25%, 30% were organized for the experiment
being held. To implement image preparing, the proper
threshold value was selected from the range

o 6{1,2,..%'!‘—} s ] oo =255 gray scale levels.

Optimal threshold selection. Didtribution of preparations
(initial image: al_no.pcx)
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Fig.1 The preparation distributions for the initial image



Those threshold values that exceed this range do
not meet the above mentioned requirements because the
number of zero preparations prevails. Image preparing
was performed as a test for each current value of the
threshold with simultaneous calculation of positive,
negative and zero preparation. The preparation

distributions for the initial image are shown in Fig. 1 and
N

Optimal threshold selection. For different noise distribution.
(initial image: al_no.pcx)

Thres-
hold
value

Noise level

Fig.2. The distributions of optimum threshold for noise-added
images

Fig. 1 shows that the optimum value for the initial image
15 44. The analogous operations for all noise levels were
performed during the experiments. The higher noise level
causes decreasing the threshold value, especially in case
of the uniform noise distribution. The vertical and
horizontal equalization curves were obtained for the
initial and noise-added images during the experiment.

f Horizontal equalization curves for O-type preparations
' (initial image: al_no.pcx)
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Fig.3 Horizontal equalization curves. a) Gaussian noise
distribution; b) Uniform noise distribution

The resulting curves with offset are shown in
Fig.3, where the highest curve corresponds with the
initial image without noise. The results of the
correlational comparison of the initial and noise-added
image curves can be found in Fig. 4.

The correlative comparison of equalization
curve sets (Fig.5) obtained in the row direction was
carried out for different facial expressions. These images
are shown in Fig.6. The image with normal expression
(al_nol) was used as a reference for further comparison
with other images which contain 9 other facial
expressions and 3D rotations of the same face
(al_mim2..al mim10). The optimal thresholds were
obtained for these images. The results of correlational
comparison are shown in Fig. 7.

Correlational comparison equalization curves of the
initial image with noised ones (Gaussian noise distr.)
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Fig.4. Results of the correlational comparison: a) Gaussian
noise distribution; b) Uniform noise distribution
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Fig.5 Horizontal equalization curves of zero-preparations for
the facial images with different expressions (see Fig. 6)
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Fig. 6 The samples of facial images from the database [3] with
different expressions
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4. CONCLUSIONS.

With increasing of the noise level the optimum
threshold value decreases.

The -horizontal equalization curves reflect the
peculiarities of facial images much better. In further
investigations, the horizontal equalization operations will
be used in tasks of recognition and identification.

22

In the case of the noise level having been
increased to 30 %, the correlation coefficient remains
rather high - 0.8 (Gaussian noise) and 0.65 (uniform
noise); that is caused by the usage of operations of
addition which minimize the noise influence.

Due to the transformation of the initial 2D
image into a /D equalization curve set the further
correlational calculations becomes faster.

The performed experiments have shown the
sufficient reliability of initial image redescribing by
means of the equalization curve sets. But in some cases
decreasing of the correlation coefficient compared with
the average level was observed. For example, the 9th
image (Fig.5) has the lowest correlation coefficient. The
proposed method is more reliable to some changes of
facial expressions than to the 2D and 3D rotations.
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