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This paper contains some experimental results connected with application of Neural
Random Threshold Classifier in OCR system for printed character recognition. The main goal
of this work was to examine the possibilities of fast character recognition using neural
classifier. Two types of characters were used for classifier testing: dot matrix printer
characters and polygraph characters. Recognition speed on PC IBM 386, 40 MHz was up to
" 300 characters per second. Recognition rate was about 98 - 100 %.

Introduction. At present there are many OCR systems for printed text reading. Some of them
have rather high performance and recognition quality. But there are some problems in such
systems. In this paper we consider two problems: bad quality of scanned image and character
merging. These problems may be solved by different methods but all of the methods lead to
decreasing of recognition speed. We try to solve the problems using neural threshold classifier to
preserve high recognition speed.

The paper summarizes the experimental results wich were obtained on two types of printed
characters. The first type are the characters printed by dot matrix printer. Characters of second
types were got from polygraph texts.

The printer characters were recognized without errors. Recognition speed was equal to 40
characters per second. Error rate in the process of polygraph character recognition was equal to
98%, recognition speed - 300 characters per second.

Brief description of Random Threshold Classifier (RTC) will be given.
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The Problem of Classification. Consider a surface in an n-dimentional space (feature space)
partitioning the space into k regions called classes. Let us also have a training set consisting from
number of samples (points in feature space); for each of those points we know which class it
belongs to.The task of classifier construction is to create such procedure that will use the training
set to indicate for any new point in the feature space (testing set) the class to which that point
belongs. To estimate the performance (quality) of a classifier, it is reasonable to take into account
the folowing characteristics: error rate on testing set, classification (recognition) speed for each
testing point, and training time.

A number of neural networks can be used for pattern classification [1,2]. Many of them have
perceptron-like structure. One-layer perceptrons have fast global convergence, but allow linear
decision boundaries only. Multilayer perceptrons with several layers of modifiable connections
allow to build arbitrary decision boundaries [2,3,4] , but converge slowly and not always globally.
Therefore some authors suggest to build multilayer perceptron classifiers with several fixed layers
and single modifiable (trainable) layer. Fixed layers transform the input feature space so that in
the resulted space the classes can be separated linearly, though the form of separating surfaces in
the input space can be non-linear [5,6,7,]. We propose a classifier that belongs to the latter
cathegory of neural networks.

Random Threshold Classifier. RTC is based on funcnonally simple ncurons. The output y
of a neuron j is defined as
i —Iasj >t' ,yj =0 & Sj <t . (N
T T where t stands for neuron threshold;
2 .Q 1 the input sum § is calculated as
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where w ij is synaptic weight of
connection, x is the excitatory input
of neuron j. Neuron ,also - has
inhibitory inputs. If a signal at the
inhibitory input is set to one, the
output of this neuron is set to zero.
Architecture of the RTC is
shown in Figure 1. It comprises s
neuron groups, G(1) ,..., G(s), where
s should be sufficiently large (see
below). Inputs of each group are the
features f(1),..., f(n). Each neuron
- group has three-layer structure. The
first layer contains n pairs of
neurons, li and hi, where i=1,2,....n
corresponds to the number of
features. The second layer consists of
n neurons a;. The third layer consists
of one neuron b. Each feature f; is
connected with two neurons of each
group, lij and hija where j=1,2,...,s is
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the number of the corresponding neuron group.

The output of 1;; is connected with the excitatory input (0) of the following a;; neuron, and
the output of hj; is connected with the inhibitory input of neuron a;; . All the outputs of ay;
neurons from one neuron group j are connected with excitatory inputs of bj neuron. The non-
modifiable and have the weight 1.

The fourth (output) layer contains ¢ neurons, k=1,2,...,m is the maximum number of
classes for the classifier. The b; neurons are connected with ¢ neurons by unidirectional
associative modifiable connections ("all to all"). Weights of such connections are integer.

The thresholds of l and h;; neurons are chosen by random procedure. For each ij pair, the
threshold of 1;; neuron is lower t["lan that of h;; neuron. The threshold of neuron aj; is equal to I,
so that the outpul of the neuron a;; is equal to one only when its excitatory input is one, but
inhibitory input is zero. The output of bJ is the output of the whole j-th neuron group. The
threshold of bj is equal to n, so that the neuron b; is active only when all the neurons a;; from the
j-th neuron group are active. All neurons of f'ounh layer have the same threshold which is
controlled so that only one most excited neuron in fourth layer is active.

The learning rule for associative connections between the third and the fourth layers is the
following. Let r be the number of class to which the input sample actually belongs; and k be the
number of class by which the classifier labels the input sample. Then: If k=r (correct
classification) Do nothing. If k#r (incorrect classification) do:

Wi =Wir 3 ¢ 3)
Wik =Wk -y @ wk >0 4)
ij =0 & Wik =0; (5)

Here j is the neuron number in the fourth layer, Wjy adn wjy stand for connection weight from b
to ¢ neuron before and after learning respectweiy, is the output signal of neuron b;.

The samples from training set are presented to ll’le inputs of the classifier. After presentation
of each sample and classifier response, Eq.(3)-Eq.(5) are used for modification of associative
connections. Such training procedure rcpeats until convergence or for some number of passes
through the whole training set.

RTC has been examined in complicated tests [8]. Our experiments have shown that the total
performance (quality) of RTC is superior to that of the other investigated classifiers.

Possible applications of RTC in OCR system. We consider the possibilities of RTC
application for OCR system which may be used for printed texts reading. We see two main
applications: 1. fast search of text boxes on the page; 2. fast recognition of printed characters. At
present we deal with second application. For experiments we have taken printed characters
which were extracted from texts scanned by handscanner GS-4500. Each pixel of scanned image
had only two values: 0 or 1. For using RTC in such circumstancies some changes are needed. At
first, we need only three values of threshold: 0, 0.5, 1. Because each neuron has two thresholds:
low level and high level , there are only three threshold combinations: 1=0, h=0.5; 1=0.5, h=1 and
1=0, h=1. The last combination is sinless because in this case the neuron is always active. It
permits us to use Boolean logic instead of real threshold calculation.

Input feature set for RTC was presented by pixel values from square window 32x40. For
experiments we used two fonts: 1. russian font from dot matrix printer: 2: roman font from
magazine.

In the case of russian font we used for training the first copies of documents and for
recognition it was used the second copies of other documents. 512 characters we used for
training and 512 characters it was used for recognition. Neural network for RTC contained 2048
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of b-neurons (fig.1) and 32 c-neurons. Letters of upper case and those of lower case weren't
discriminated. In experiments with russian font we received more than 99% recognition rate.

For roman font we have taken 500 characters for training anf 400 characters for recognition.
RTC contained 640 b-neurons and 85 c-neurons (upper case letters and lower case letters, digitals
and special symbols). All characters were subdivided onto four groups. Recognition process had
two stages: 1. recognition of group; 2. recognition the character within the group. In this test we
received more than 98% recognition rate and recognition speed was about 500 characters per
second (on the IBM PC AT 386/387, 40 MHz).

Acknowledgements. The rescarch described in this publication was made possible in part by
Grant number U4MO000 from the International Science Foundation and State Committee on
Science and Technology of Ukraine. :
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Mykhajlo Ginsburg, Iryna Trebuliova. Processing and Recogunition of Drawings in the

“Throughout” CAD Technology.

The methods which are used in the “Sapphire-P” automatized working place for carrying
out the procedures of forming the schemes (original synthesis, dialogue correcting and
updating), their recognition and extracting the necessary semantic information in the software
development environment containing both graphical functions of the AutoCAD 10 system and
textual functions of the Clipper system are described.

Bu6ip meronis Ta 3aco6iB opmyBanis, o6poOKH Ta PO3MI3HABAHHA Kpec/eHb MpK
ABTOMaTH30BaHOMY TNpOEKTyBaHHi oOymoBienuii kinbkoma daxropamy, HalOGinbm
iCTOTHUMH 3 SKHX € po3polJieHa TEXHOJIOTisi aBTOMAaTH30BAaHOrO MNpPOEKTyBaHHS Ta
iHcTpyMeHTa/IbHi 3aCO0H, IO BHKOPHCTOBYIOTbCS TIPH cropenui CAIIP [1].

B interposanomy APM npoekTyBanbHHKa KOMIUIEKCY TeXHIUHHX saco6is (KT3)
ACYTII “Candip-I1” peanizopana Hackpizua TexHoJoOris, mio 6a3yeTbCsl Ha CHCTeMi
neperpopeiib, Haseaenux y [2], npuuomy Hai6inbm BaXKJAUBHM 1 CKJIaJIHEM €
NepeTBOPEHHS aHali3y, sIKe TPYHTYETbCS Ha poO3Ni3HAaBaHHI KpecJIeHb (cxem) i
no6yBanHi 3 HEX ceMaHTHYHOI iHdopMaiii.

B pganiii /JONOBiAi po3rasHyTa peaiisamis npouefyp (pOpMyBaHHS ~CXeM
(nouaTkoBHil CHHTe3, Jiajorosi KOPHI'YBaHHHA, JIOTIOBHEHHA), IX po3ni3HaBaHHSA Ta
nobyBaHust 3 HHX HeoOXxiiHOT ceMaHTHYHO! iHdopMauil B IHCTPYMEHTAJbHOMY
cepenosumi APM “Candip-I1", xoTpe noGyroBane MISIXOM iHTerpauii rpadiunoro
cepenosuia ciucremu ABToKAJl 10 Ta TeKCTOBOro cepeloBHILA CHCTEMH Clipper.

Tpadiusa MojeJb KpecieHb Ta pea’i3allis HPOUEAYP dopMyBaHHA CXeM.
Kpecaenns (daiian dwg) asasioTb coboi CyKyINHICTb rpadivHux nAaHux, dopmaibHa
CTPYKTypa SIKHX BH3HAYAETbCsi MPHHIUNAMHK NOGYAOBH CHCTEMM AstoKAJl [3] i Mmae
BHIISiL CHCTeMHM TPbOX MHOXHH: 3araJbHHX XapaKTEPHCTHK KPEC]E€HHs, BHYTPimIHIX
6nokis, npumiTuiB. OcTaHHA BKJIOYa€ CKJaJAHi NPHUMITHBH, IO ONHCYIOTb BCTaBKY
610KiB, i 3agaHHs 3HayeHb aTpubytis. Omuc 60KiB Takox GyAyeTbcsi 3 NMPHMITHBIB.
[MpuMiTABH MOXHA POSNOALIATH MO MapaM.

Takum uyuHOM, rpadiyHa MOJENb KPECJeHHsI BKJIIOYA€E TaKi OCHOBHI MOHSTTSA! 610K,
map, NpUMiTHB, aTpHOYT.

B APM “Candip-II" ans cxeMn KOXHOrO THIY NOYAaTKOBHIl CHHTE3 BHKOHYEThHCH
3a JIONOMOroio cheliafbHOl NpouexypH, alropHT™M sikoi O6a3yeTbcsi Ha MpaBH/aX
BHKOHaHHS cxemu ganoro Tuny. lla npoueaypa manmucana na Mosi AstoJIICII i
IepeTBOPIOE CEMaHTHYHY MOJieb CX€MH Y BHIJISIAI TEKCTOBOTO 3aJaHHs Ha CHHTE3 y
rpadiydy Mmogenb. 3anexno BiA THINY CXeMH BKadaHe NE€PETBOPCHHS MOXe
BHKOHYBaTiicsi a60 MOBHICTIO aBTOMAaTHYHO (Hanpukaaa, [ANS CXEMH JKHBJIEHHS
enextpoenepricio), abo (ans iHmMX cxeM) aBToMaTH3oBaHO. B ocTaHHbOMy BUmaAKy
6inbmicTb NapaMeTpis MICTHTbCS Y 3a/aHHi, a lesiKi faHi, HEOOXIAHI /ISl reOMETPHYHOI
NpUB'A3KH OKpeMHX OJIOKiB, 3anuTYiOTbCss y Mpoleci IX BCTaBKH i 3agaioTbes
6eanocepe/1HbO KOPHCTYBaYyeM.
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Jlianorobe KOpHryBaHHS Ta JONOBHEHHA CXeMH BHKOHYE KOPHCTyBad 3a JIONOMOT0Io
npo61eMHO-OPIEHTOBAHOIO MEHIO. Jlis CXeM KOXHOrO THIY Wi MEHIO MICTHTh Y cobi
KoMahaH BCTaBkH G6aokiB (BiAnoBiaHMX 6a30BKX eN€MeHTIB, ¢dparmenTiB cxem a6o
THnosux MoayaiB [4]), Hajanns 3HavueHb aTpPHOYTaM (6Geanocepeabo B MOMEHT
BCTaBKH, abo y 1aIOrOBOMY BiKHi), peflaryBaHHs.

Meroan po3ni3HaBaHHA Ta KoGyBaHHA CEMAHTHYHOI indpopmanii 3 KpecaeHb.
CeMaHTHYHI MoOJeNi CXeM ONepylTb TaKMMH OCHOBHHMM MOHATTAMH: 6a30BHMH
efieMeHTaM#, MOJLY/IAMH Di3HHX THIIB Ta 3'€JHyBayaMH, siKi onucyioTh (PYHKIIOHATDHI,
eleKTpHyHi Ta TPy6Hi 3B'A3KH MK €NEMEHTaMH. B [1] Buxknaxeni pe3yJbTaTH
inpopMamiiinoro aHanizy cxeM Ppi3HHX tunis Ha KT3 ACYTII i BH3unauyeHo, SAKY
inpopManilo Tpe6a 3 HuxX LOGYBATH.

Buxnaneni y [4] meronu dopmyBatns 6a30BHX eneMeHTiB, (pparMeHTIiB cXeM Ta
THIOBMX MOJIYJiB [03BOJASAIOTD nobysati 3i cxeM indopmalio Ipo CKIAA ob'exra 3
eleMeHTIB pisHuX piBHeif iepapxil (nigmuoxuna I'ex) Ta npo nmapaMeTpH eJieMEHTIB
(mizMHoxHua I'nap) cTaHaapTHHMH 3aCO6aMH CHCTEMH ArtoKAJl y Burnsai arpubyTHHX
daitnis (extract file). Jlas koxHOro THIy CXeM BH3HAuCHA MiZIMHOXKHHA TIOHATh Ta
chopMoBaHa MiZIMHOXKHHA IMEH aTpubyTis, 3 skol Oyayerbcs daiin  mabiony,
opieHTOBaHHH Ha IeH THIl CXEM.

Jinsi no6ysanusi indopmaltii mpo poaMillleHHs eJleMeHTip y madax, my/nbTax TOmIO
(nigmuoxuna I'pos) poapobneno cnemiaibHuii AiaJoroBHH airOpUTM KpeC/ICHHA wad,
nyAbTiB y BHI/SAI MOIMEHOBaHUX NPAMOKYTHHKIB, y /[Ba KYTH KOXHOro 3 SAKHX
ABTOMATHYHO BCTaBASIOTHCS GIOKH-0OMeKyBayi, 10 MICTATb NO3HAUKY Ha cnyx60BOMY
mapi Ta izentudikauifingi npuxosaHui atpu6yT. Po3minieHnsi eneMEHTIB BHKOHYETHCS
KOPHCTYBayeM B A1ano3i IJISAXOM nepeMilleHHs €NIEMEHTIB Ha noni kpecienHs a6o
masxoM BHGOpPY HeoOXifHHX 300paxeHb 3 pikTorpadiyHoro MeHio Ta 3aJaHHA Micis
BCTABKM  BiATMOBiAHHX O6j0KiB. Yci reoMeTpHiHi NepeTBOPEHHS NpsSIMOKYTHHKIB
(postarysannsi a6o CTHCKaHHA B3/0BX 6yab-sikiii oci, mnepeHeceHHA Ta iH.)
JMIHCHIOETbCA 32 AONOMOroI0 BKJIOYEHHX [0 MEHIO ClelialbHUX KOMaHI, BHROHAHHSA
SKHX Beie 0 MOroKeHOI 3MiHH 300paXeHHs NPSMOKYTHHKIB Ta KOOP/HHAT MiClb

BcTaBKH 6s0KiB-o6MexyBauis. Taxuit nmiaxia nossouse no6yBaTd 3i cxeM JaHl ['pos
TaKOX CTAaHAAPTHHUMH 3acobaMH CHCTEMH AproKAJl y purnagi arpubytnux ¢ailnis Ta
o6'canary 3 nobysannsiM aanux L'ex i I'nap.

~ Binbm ckaaanoio € 3afava no6yBaHHs 3i CXeM ONHCYy 3B'SI3KiB MiX €J€MCHTaMH
(I'ss). [lna i supimenns B cucremi "Candip-II" yci 3'eanysaui (nesanexo Bia ix
MUPUHH) BHKOHYIOTbCS 32 AONOMOroio npuMiTHBa "noAidinis”, KoTpui CcnpHiiMaETbCA
cucremoio ABToKAJl sk eauuuil CKJafeHWil MPHMITUB HE3ANEXKHO BiZL KiAbKOCTI
cermentiB  (BiZpiskis) Jnamanol. Pospobiesa cneuianpua mpoueaypa Ha MOBi
AstoJIICII, sika ananisye daiin xpecieHHs Ta dopMye TpH TekcToBHX (aiiin, Ha
ocHOBI SIKHX Ta (raiiny 100yBaHHs GOPMYETBCS ONKC 3'eIHyBayiB.

Takum uMHOM, po3pobeHO METOH PO3Ni3HABaHHS CXEM Ta nobyBaHHsS 3 HHX YCIX

mijMHOXHHE BHXifHOI indopmauii, koTpi 6a3yioTbCcsl Ha CTaHJapTHOMY incrpyMenTapil
ciicremu ABToKAJl, lonoBHeHOMY HeoOXiZHHMH TpoueypaMi Ha MOBI AstoJIICIL.

Ipuxinnesi moaokenns. PospobGreHi ans APM "Candip-TI" Meronn oGpobke Ta
pO3Ni3HABAHHSL Kpec/leHb y CepeJOBHIL CHCTEMH ApToKAJl n03BOJAIOTh BHKOHYBATH
nepeTBOPEHHSA CEMaHTHYHMX Mojeled cXeM y rpadiyHi Ta HaBOakd i 3aBJAKH LbOMY
peasi3yBaTH HACKPi3HY TEXHOJOTiI0 aBTOMATH3OBAHOTO MPOCKTYBAHHA.
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The problem of the recognition of the complex drawing and graphic pictures is very actual
for the large number of applications, such as OCR including handwritten texts recognition,
automatic recognition of electric circuits, geographic maps, etc. This paper describes one
algorithm to be used for the solving of such problems.

_ Accordingly to the described algorithm to recognize a complex drawing one have to do the

following. First, to process the image to be recognized to have its skeleton in a view of planar
graph. Its nodes are the morphemes, i.e. the special points of the skeleton. Second, one have to
assemble this morphemes into the set of hyper morphological structures with the definitely
ordered morphemes (so called ways). It makes possible to transform the initial graph into the
tree with the nodes of ways. This tree could be transformed by top-down way into the string of
ways or, finally, into the string of initial morpheme because of order in the ways. The string
could be recognized by comparing the weighted Levenstam distance between it and basic

patterns.

Preprocessing. Let hereafter pattern to be the connective set of the pixels on 2D
bit image. The first step of our algorithm needs a skeleton of this pattern; it have to
be transformed into the graph of morphemes. We call "morpheme” the special point of
the skeletonized image, i.e. the points of the skeleton with definite surrounding such
points of skeleton as lines crossings, ends of lines, turnings of lines, etc. with its
features such as coordinates, type, etc. The method of skeletonization, number and
types of morphemes are not important for the next steps; the optimal ones depend of
the particular problems. So, the morphemes will be the nodes of the graph, the
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skeleton lines will be its branches. It must be noted that generally such a graph of
the pattern to be recognized has a number of loops and therefore it could not be a
tree.

For the next step we have to determine the term "way". Let way to be a
hipermorphological structure, i.e. include a number of morpheme in definite order.
For the applications we are specialized in, three different types of ways are enough.
They are the following: "dead-end”, which includes one node point (points of cross
intersections of skeleton lines), tail (endline point) and all other morphemes between
them if none of them is another node; "rings" include all morpheme in the skeleton
lines which makes the boarders of non intersected exclusive regions of the initial
image; "stage” includes two nodes and all morphemes on the non crossed line between
them if they are not belong to any ring. It is easy to prove that any planar graph
could be fully and uniquely disassembled onto such a set of ways.

Now all loops are concentrated only in the corresponding rings. It makes possible
to transform initial graph into the tree; the ways will be its nodes and leaves. For the
large number of applications it is possible to order the tree from left to right (OCR in
European languages) or any another definite way (OCR in Hebrew, Japanese,
electrical circuits recognition, etc.); so, let our tree to be ordered in the same way.
The morpheme in the ways have to be ordered as well by the distance from the top
node of the tree {dead-cnds and stages) and by clockwise from the morpheme which is
nearest to the top node (rings).

One usual way for pattern recognition and classification is to compare the basic
set of patterns with the pattern to be classified. The method of comparing of the
strings with different number of signs by calculating the Levenstain distance DI
between them [1], or, more often, weighted Levenstain distance [2] is welil-known.
For our patterns morpheme are the signs and to calculate DI one have to transform
the tree of ways into the string of morphemes. We propose the top-down rule for this
transforming because it is the most natural for the most applications. So, one have to
write the ways of classified pattern by the following order: first, the top nede of the
tree; when - the dead-end ways which are directly connected with the node written
before by the clockwise from the direction to the top node; then - rings, then, finally,
stages in the same order. Now we have the string of ways and, naturally, the string of
morphemes because the morphemes constituting every way are being ordered before. If
one needs to have additional information about any way (longitude, square of surface
which is bordered by ring, shape coefficients or more) it is possible to add it to the
string as the additional morpheme preferably before another ones in corresponding
way. Now the string of the signs of the pattern is ready for finally processing.

Recognition. Forming the basic set of patterns. Before the recognition one have
to create the basic set of patterns. Anyone of them has, of course, the similar view
(string of morphemes) and their set has a view of a number of trees with the different
top nodes. For this set of trees the top nodes are first morphemes of basic patterns. If
any two basic patterns have the same first morpheme (may be within some dispersion
value - depends of the particular problem) they form the same tree, if not - different
ones. Every leaf node of every tree means different basic pattern but not visa versa
generally (for example, characters "d" and "o" have just the same top node and the
number of the similar morpheme which forms ring way, the difference between them
is in the next morpheme which forms two dead-end ways in "d" and absent in "o").
For the very start (before training) it recommends to create the matrix and vecters of
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Levenstain coefficients S(ai, bi), D(ai), I(bi) with equal values if there is no
additional information. The set of such basic patterns must include all probably
patterns or their large majority (if not, training will be enough protracted). Hereafter
S(ai, bi) is the weight of change the sign ai for the sign bi, D(ai) is the weight of
deleting the sign ai from the string, I(bi) is the weight of adding the sign bi to the
string.

Training with the supervisor. The string formed from the pattern to be
recognized is compared with the basic patterns. First we choose the tree corresponding
to 1-st morpheme in the string, then the branch of the chosen tree corresponding to
the next morpheme, etc. If after the end morpheme of recognizing pattern one have
full coinciding of the string of its signs with any basic string it means right
recognition. The pattern recognized and classified as the corresponding basic pattern.
The non diagonal coefficients of S(ai, bi) could be decrease automatically as well as
D(ai), I(bi), diagonal ones could be increased.

If after some step the morpheme of string being recognized does not coincide with
any next ones in the tree of basic patterns one have to make top-down parsing of the
rest tree. If the number of the rest patterns down the last node is enough small - then
the recognizing string must be compared with the strings which ends are down in the
chosen treec accordingly to Levenstain algorithm. If the weight Levenstain distance DI/
between the recognized string and one of basic ones is less then threshold distance
Dthr then it considered that the pattern recognized correctly. In this case S(ai,bi)
corrects automatically to decrease the distance between basic pattern and the just
recognized one and to increase the distance between another patterns in the basic set.
If the condition DI<Dthr satisfies for more then one basic strings the supervisor have
to choose correct one. After this choice the automatic correction of S(ai,bi ),D(ai),
1(bi) must be realized.

If after the top-down parsing the pattern was not recognized then it could be
repeated from the node above the last one coinciding with the recognizing string until
the recognizing or not more then any fixed number of steps. Of course, one could
compare the string with every string of basic set if he have enough time. If
nevertheless the pattern was not recognized the supervisor has to recognize the pattern
himself. If there is no such a base pattern in the set (new character or new symbol)
or it is too distant from the corresponding pattern this string writes to the basic set of
patterns. In this case the number of patterns in the basic set increases, in another case
it is reasonable to change Levenstain weights and not to add one more string in the
basic set.

Now one can see that the training means changing of the Levenstain weights. It
must be noted that for the successful recognition this process must be steady. The
possible steadiness could be then the weight coefficients can increase unlimitely, or
any of them first increase essentially then decrease and so on. Possible solutions to
save the stability of the training are the following: to restrict the sum of the
Levenstain weights and change them only relatively; to add new strings in the basic
set for the different patterns with the same names (the same characters but written by
different hands or typed with different fonts).

Automatic recognition. This mode is correct to be used after the previous one
(training). It assumes that the system is already trained, therefore this mode needs no
supervisor. The difference between this mode and the previous one is that during the
auto recognition the Levenstain matrix and vectors of Levenstain weights is not
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changes, therefore this mode is more quick then the training. If any pattern was not
recognized or was wrong recognized in this mode one needs of supervisor's help and
the system have to switch in training mode

Concluding remarks. Now we have described briefly the algorithm based on
disassembling onto the set of morphemes the skeletonized pattern on the bit plate. Its
main advantages are the following:

- quick recognition because the search of basic pattern is on the trees;

- it is flexible and handle because of simple training mode.

It is clear that the greater number of signs for the pattern means, generally, its
better recognition, but it must be noted that it simultaneously increases the time of
recognition. The time of two strings comparing is proportional to the product of their
lengths (i.e. it is O(Li*Lj), where Li, Lj are the numbers of signs in i-th and j-th
comparing strings correspondingly, because the dimensions of the matrix S(ai,bi) are
LixLj). The problem how to choose optimally the number and types of morphemes
depends on particular application.

During all the time we assumed that we have the skeleton of our pattern and it
is possible to disassemble it onto the set of morphemes. For the great number of
problems these two processes (skeletonization and morphological disassembling) need
much more time than the following recognition itself. The algorithms of quick
skeletonization and morphological analysis of complex drawings and their applications
are outside the frames of this short paper and will be described separately.
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napaMerpos. IlpejcTaB/erbl 3KCIEPUMEHTaJbHEE Pe3yabTaThl NPHMEHEHHA METOMMKH K
PeanbHbIM PajHOH300paXKeHHsIM.

Introduction. One of the most frequent tasks of remote sensing radar images
processing consists in extraction of useful information about investigated objects such
as lots of terrain with vegetation, forest areas, agricultural fields and so on. But for
investigation of the object characteristics its localization have to be performed. The
problem of radar objects detecting and recognition is especially actual in tasks of
joint multichannel radar images processing. For example, procedure of mutual images
superimposing requires the selection and recognition of reper points for every image,
such as contrast bright objects (bridges, houses, cross-roads) /1/.

The ways for solving of this problem are mainly determined by the peculiarities
of objects and characteristics of radar images. In the majority of cases the presence of
intensive multiplicative and impulse noise, weak contrasts and the variety of object
forms sufficiently restricts the application of optic images scene processing algorithms
(for example threshold division for segmentation and Sobel operator for edge
detection /2/). Taking this fact into account we have elaborated a new approach to
radar image analysis with the use of expert system with fuzzy logic.

In this paper we discuss possible types of the simplest image objects, determine
local parameters for their recognition in conditions of weak contrasts and speckle
noise, present the principles of expert system operation, show the efficiency of
proposed approach for real remote sensing millimeter (MM) band radar images.

Proposed Image Objects Recognition Procedure. We have investigated
different radar images in MM, Ceatimiter, Meter bands and considered typical radar
objects from the point of view of the possibility of their detection and recognition on
the images. In many cases objects even with a rather complex forms can be presented
as a composition of several objects of the simplest form. Besides that the ability of
expert system to the classification of different types of objects is determined in fact
by the sizes of image scanning aperture. Obviously, in the case of various object types
the procedure of classification is sufficiently complicated and calculation expenses are
inadmissible. So let us assume that the image scanning window dimensions are equal
to N=MqL image pixels. Taking into account the correlation between neighbour pixels
it must contain at least 10-15 independent image elements. That is why instead of
apertures 5x5 pixels used for test data we recommend to use scanning window 9x9
elements for real radar image processing. The objects which are the most typical and
important for image processing are the following : 1) the homogeneous lot (large
dimension "flat" object); 2) central pixel edge belonging; 3) central position value
corresponds to impulse noise (spike); 4) small-dimension object presense in the
window and central pixel belonging to it.

The traditional approach to radar images analysis is based on homogeneous lots
and edges recognition. There are many edge detectors for speckle and impulse noise
corrupted image processing /3/. The main disadvantages of these techniques deal
with difficultes of small-dimension (houses, bridges) and prolonged narrow objects
(roads, rivers) recognition. To overcome this restrictions we use several local scanning
window statistical parameters for objects type recognition. The following local
parameters were selected as the most informative:
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a) ratio °2ij /o2y, where U2ij is the relative (normalized by TEU) local

varience, 0'20 -speckle relative variance, I 2” - local mean value;

b) quasirange Qi - (IPU - Iqi;),/—l_ij where IPU- and Iqij denote p-th and q-th
scanning window sample order statistics;

¢) rpm ™ | Tij - Im“dij-l/ I jj00, where [m(:dij is the median value of the
sampling;

d) the coefficient of neighbourhood belonging t, which is equal to the ratio
Np/N where Np is the number of the image values belonging to the area
”ij(i - 20‘0); Iij(1+200)];

e) the coefficient of pixel rank position Z-'LU-(N%"!)/Z[/N , where I‘ij is the
rank number of the central scanning window value in the ordered sampling formed by
pixels of its aperture;

f) the non-symmetry coefficient Sn-lINij + IIU- . 2Tij!/ I;.

After local statistic parameters calculation, they are jointly used in expert system
for objects recognition. For every pixel of the image the probability P™.: of its
relating to m-th object type mentioned above is calculated. The decision about the
object type is adopted il its probability is the maximal. The procedure modifications
for real data recognition are recommended.

~ Fig. 1. MM-band radar image

165



Experimental Resuits. Test image models and easily recognisable fragments of
real data with different object contrasts, dimensions and configurations having
different noise and spikes properties were used for the control parameter distribution
laws obtaining. Taking into consideration expert knowledge they were extrapolated
and corrected for image and noise properties not scoped by simulation data. The
effectiveness of the expert system is demonstrated as applied to real MM-band radar
image (Fig.1) taken over agricultural area of Kharkov region. The scene contains
different objects of interest {roads, boundaries between agricultural fields), presenting
a more rigorous test for objects detection. Fig.2. shows the boundary map obtained by
applying the expert system to the image in Fig.1. Here low contrast boundaries
(between fields) and prolonged narrow cbjects (roads) are as clearly marked as
distinct high-contrast boundaries. Experiments have shown that the probability of
true decision varies frem 0.8 to 1.0 depending on images and noise characteristics.

Fig. 2 Boundary map of radar image

The results show that for real radar images more complicated edge detection and
segmentation algorithms have to be designed. They can be elaborated on the basis of
mentioned local parameters complex analysis sensitive to various types of objects, for
instance, to edges and one-dimension prolonged objects.
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MOAeJIi ABTOMATHYHOIQ cno.nyqemm CErMeHTOBaHHUX AHCerTHHX 306pax<em‘>
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Serhij Stankevych. The Models of Segmented Discrete Images Automated Matching.
The adduced set of models is the theoretical foundation of the digital images matching
algorithms elaboration for tasks of aerospace monitoring.

ITporecn cronyuenns uudposux 306paskeHdb 3HAXOAATh MHPOKeE 3aCTOCYBaHHS! NpPH
o6pobui MaTepianiB aepokocMiuHOro MOHITOpHHIY 3eMHOI nosepxHi. Onepauii cnoay-
YEHHS € HEOGXiAHMMH eJieMEeHTaMH NpPOLUEAYP BH3HAYEHHS KOOPAHHAT 0G'€KTiB, IO
NEPEHOCATHCS 13 306paXkeHHs HAa KapTy MicuesocTi, npoueayp noeAHaHHs 300pakeHb 3
HECXOXOI0 TEOMETPICio ONepPXKaHHs, cHHTe3y Ge3po3pMBHHX 306pa’keHb, MO OTPHMY-
0TbCA 32 ONOMOrOI0 anapaTypH HHKJIIMHOI NOAIl, posMimenoi Ha pyxomomy Hocii. [Ipu
KoMnJiekcHili iHTepnperauii Ha6opis 306padceHb, WO OTPHMYIOTHCS Yy PI3HHX 30Hax
€IEKTPOMArHITHOTO CIEKTPa, TOYHE MNONEPEIHE CNO/NyyeHHS € OGOB'A3KOBOI YMOBOIO
YCHilIHOro po3ni3HaBaHHS. '

[lpn BizcyTrocti nonatkoBol indopmauii npo B3a€MHY Opi€HTallilo Ta reoMeTpuuHi
CMOTBOPEHHS 306paXkeHb, SIKi CNONYYAIOTBCS, NPHAHATHA AKICTh CNOJIYYeHHS MOXe 6yTn
AocsaruyTa [1] Tiabku npu 3agauni Giekuil Hag MHOXHMHAMH HajijiHOT inenTudikoBaHux
ONOPHHX TOYOK 306paxkenb. Buxiami mami, siki Hail6inbm miaXoAsTh NS BiAHOBACHHS
6ieknii, mae cerMentauis o6po6amoBanuxX 306pakenb. MeTORH BHIIJEHHS CerMEHTIB
pospobaeni gocutb nobpe [2]. BianosaoBanus Giekuil Hag MHOXKHHAMH OIIOPHHX TOYOK
i 3AificHiOBaTH y nBa etanu: noGyaosa Giexuil Mix cermentamu (ix migMHOMXHHAME)
Ta BiftHOBJIeHHS GieKIil HAX XapaKTepHHMH TOYKaMH BiANOBIHHX CErMEHTIB.

IIpn no6ymosi Giekuil Mix cermenTamu 306paskeHb, sKi PO3CAAAAOTHCA, DpHIAHSTI
Taki fonymeHHs: Oi€Kilis iCHYe; CErMEHTH, W0 CNOMYYalOThCSA, HAa 306paXeHHSX
NPHCYTHI IIJNIKOM; CNEKTpaJibHi crnoTBopeHHst ¢oOpMH He3aHauHi. CHCTeMa BHXiIHHX
03HAaK MOBHHHA MICTHTH y co6i: TonmoJoriuHy mnigcucremy (Tonmosoris cermenta i
MidKCErMeHTHa Tomnousorisi); Mopdoaoriyny niacucremy (Hacamnepea nosunHa BpaxoBy-
BaTHCb (popMa KOHTYpy); cnektpaibHi (eHepreTwyni i KoHTpacTHi) XapaKTEePHCTHKH;
NapaMETPH TEKCTYpH cerMeHTiB. 3pyyHuM <¢opMaliaMOM aHani3y CerMEeHTOBAaHHX
3o6paxcenp € cemantuunuii rpad [3] cermentis. Hax ceMaHTHYHHMH rpagpaMH Moxe
6ytu nobymoBana HewiTka Mipa noami6uocri M{.} Ta BBegeni npoueaypH NepeTBOPEHHS
(peaykuii), MeTOI0 SKHX € BifHOBIEHHS roMomopdismy G cemauTHyHnX rpadis:

{G[S(D)],G[S(J)]} € Maon , T{G[S(D]}= T T{G[S(]} , (1)
TeM
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pe 1] - suxiani 306paxennsi, S(.) - MHOXHMHH CErMEHTIB sobpaxenn, G[.] -
cemanTH4Hi rpadu cerMenTis, Mg, - MnpuIycTHMa obaactb Mip nogi6uocti, T{.} -
nepeTBope st CeMaHTHYHUX rpadis, M - K1ac MOXIHBUX NEPETBOPEHD.

Ilix yac ananisy BCTaHOBJEHO! BIANOBIAHOCTI MiX CErMEHTAMU JONMINLHHM 343€ThCH
piaHoBNeHHA Giekwil MiX TouKaMM ix KOHTYpiB. [lopo/UKyBaibHHM AN Giekuii
iHBapiaHTOM MOJXe BHCTYUaTH Bi/[HOCHA JOBXHKHA KOHTYPY. 3ajavya BHINIEHHA KOHTYpY
CerMeHTa € JIOCHTb 1IPOCTOK. BHKOPHCTAHHA KPHBHX JUIA BiIHOBJICHHA 6iekiuil 3/aeTbesA
NepCeKTHBHKEM, TOMY WO MOPOMKYE MOTEHIIHHO 6inpnie YHCAO ONOPHMX TOYOK |
3abeanievye O6inbIl BHCOKY SIKiCTb cnojydeHHs. Baaemua Opi€HTAlliR KOHTYPiB, SsiKi
Buaifeni, Moxxe OyTH BH3HAYeHa 32 EKCTPEMYMOM MipH 6AM3bKOCTI Yy mnpocTopi
napameTpis, iHBapiaHTHHX 10 3CyBy Ta MacmTaGy. 3pa3koM TaKOro NepeTBOPeHHS
cermMeHTa € HaaMiphe neperpopents Xo [4].

TapHi pe3ayJibTaTH /la€ BHKODHCTaHHA [MCKPETHOFO aHajora KPHBH3HH KOHTYpY
r{l}, sxuil yssro B3ACBX HOro BiAHOCHOI JIOBXHHH l. 3acrocyBanHsi BKasaHOi Mojeni
nepeabavae MiHiMizalilo Mipd pO36iXXHOCTI KOHTYPiB BHAY:

5 2
= argmin (1/0) £ [flifCOP-{i [CDO] . (2)
li i=1

ge C(I),C(J) - KOHTYpPH CerMeHTiB, IO CHONYYAlOTbCsl, N - KiJABKICTb Nap ONOPHMX
TOYOK.

Samanns Oiekuii Hal MHOXHHAMH ONOPHHX TOYOK BHXIJHOrO i WiJbOBOIO
306paXkeHb O3BONISE BU3HAYMTH BIANOBiAHE A0 Hel BiNOOpaXkeHHS MacUBY BIIbHMX
(HeonmopHHX) TOUOK 306paXkeHHs, sKe TPaHCHOPMYETHCS. B Mogzeni, o OnHCyeEThCs,
noTpiGHe BiZOGpPaXKEHHS IEKOMIO3YEThCS Y BHIUSAL TOCHIZOBHOCTI y3arajJbHEHOTO
niniiHOro nepeTBopeHHs )

x;(J) =Z x;(D+z, i=,..n , (3)

ne  x(D), x(J) - sexkTopn koopauHaT Touok BHXiasoro I Ta nimifino nepersopenoro J
3o6paxkenb, Z - MaTpHlA JiHIHHOrO NEpeTBOPEHHSA, Z - BEKTOP NapaiejibHOro
nepeHocy i sajaumikoBoi HesiHilHol nedopMmalil, sika BH3HAYAETHCS BEKTOPHUM MOJEM
BIACHHX 3MileHb HaJ MHOXHHOIO OMOPHHUX TOYOK JiHIHHO NepeTBOPeHOro 3o06paxxeHHs

FIx {(D] + Z k(D Flx(D] = x ;0D - x (D, i=1,...m, &

i=1

ne F[x ; (I)] - Baacuuii Bextop necpopmauii so6paxenns [ y Touui X; (D, k;; (D -
koedinient nepenasanns Aedopmauii B 306paxeHHi.

IMapamerpn ysaraibHeHoro JiniiiHoro meperpopenns (3) MoxyTb 6yTm pospaxo-
BaHHMH METOXOM HaifMEHINHX KBaApaTiB Ha 3ajaHiil Giekuil:

n

<Z,z> =argmin 2 [x;()) -3 x(I) -¢] . (5)
S0 i=t
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Bextop sanumrkosol aedopmauii y siibuiii Touni x ; (I) ckraze
n
=1

re F[x;(I)], j=1,....n onepxawi poap's3anusM cucremu niniituux pisnsaup (4), a

d ;; (D
j
k(M =1 - e dy,y >d;; (D VI (monenn nanbuix 3p'siskis) a6o

d Xap

kj(D=exp[-[d i /d xaplz ] (Mozenp 61u3bKHX 3B'53KiB),
d; (1) = x(D) - x(Dl, d xap - XapaKTepHHii posMip 3aryxanus edopmaril.

TakaM  yuMHOM,  HaBeZeHi  Mogeni  JI03BOJSIOTH  BH3HAYHTH  3aKOHH
TpaHCOPMYBAaHnA CEIMEHTOBAHHX [HCKDETHHX 306paxkeHb i WMICAS BOPOBA/DKEHHS
paty nonomixuHX onepauiit (manpuknajx, sickpasicHol inTepnonsinii ma Gasoiit
pemiTii)  MoXyTb GyTM BUKOPHCTaHI npH po3pobui nporpamMHoro 3abe3neyeHHs
urdposux cucteM 06pobku 306paxkeHb, HacaMiiepea THX, SKi OTPHMYIOTBCS 3aco6aMu
AMCTAHLiHHOrO CIOCTepPeKeHHs! AePOKOCMiYHOTO MOHITOPHHTY.
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MapScan - the Software Tool for Vectoring of Raster Maps
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Ihor Maniuk, Viktor Chekh. MapScan - the Software Tool for Vectoring of Raster Maps.

The MS Windows program named MapScan for raster maps processing and vectoring has been
developed by the authors. It can separate and vectorize 1,2,3D objects in a view of symbols, polylines,
regions correspondingly and to create output files in map database formats (such as Mapinfo's MIF, MID).
The program could by used for vectoring of scanned maps, air or satellite photographs, etc. Contact us for a
FREE DEMO version of this program.

The number of map databases users is extremely large and rapidly increases. The best view
of the maps for the handle operation is a vector one, but it is enough difficult to create the vector
map. Now there are many raster maps drawing on a paper; it is possible to have a good photo
from the satellite or from the airplane. It is not difficult to input this images to the computer with
scanners but it is a problem to vectorize this images because of many noises, great number of
different objects and types of objects which have to be recognized, separated or united. It is
considered that the optimal solution of this problem is fully automatic recognition and vectoring
of such a maps by the computer which has some minimal instructions of the supervisor.

The program named MapScan is an example of solution of the problem of computer
vectoring of maps. It works with MS Windows 3.0 or 3.1 on correspondent PCs (preferably
powerful). It could operate with the scanners directly or with graphic files (BMP, PCX, eic.).
Output files are now in .MIF format for direct usage of the resulting vectorized map by Maplnfo.
Of course, it is simple to use any another output format.

The program can recognize lines and output their skeleton in a view of polylines. Crossings
lines recognized automatically and could be written as one object. Regions including complex
ones write in a view of polyline boarders with color of initial region. One can use both manual
mode with prompting and full automatic mode. The last one returns all colors and geometrical
dimensions with minimal differences with the initial image. Using the manual mode it is possible
to choose any object of any type and input it in real time with any parameters (color, width,
smoothing, etc.). Different types of prompting make the work with the program very handle for
any user.

: It is possible to 1/O and process images of any size less than free disk space or RAM, to
operate with the program either with the mouse or with the keyboard.

The program is possible to be localized onto any computer platform especially parallel ones.
Open structure of the program makes possible to apply additional libraries, use libraries of this
program in another programs. MapScan is the current project and will be completed with the
powerful image processor and the tools for automatic recognition of the symbols. The first
presentation of its first PC version has been in Troy, NY, on the conference of Mapinfo users.
Please contact us for FREE DEMO version of the MapScan or any additional information.
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An Image Recognition Using the Integral Shape Features by Optical-
Electronic Systems
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Volodymyr Borovyts'kyj, Volodymyr Porev, Mykola Iegorov. An Image Recognition Using
the Integral Shape Features by Optical-Electronic Systems -

Authors analyse three factors for the recognizing optical-electronic system(OES) design.
The first factor is the integral shape features that are 2 measure of differences between an
object image(OI) and a circle.The second factor is the OES parameter optimization by a
minimization of the OI relative square value error. The third factor is the image recognition
procedures that use a quadro-tree for finding segmentation thresholds and a classification by
comparing a weighted distances in the feature space with the threshold value.

The optical-electronic systems (OES) that use integral shape features(ISF) for
automatic detection and recognition apply in medicine, aviation and robototechnics.
When the OES is being designed the important factors that define probability and
time of a correct recognition are the ISF that contain information about an object
image shape, the OES parameters and the programs for image processing.

Usually the ISF vector has features that are calculated identically like moments,
Fourier descriptors and others. But the ISF vector could be made up using different
ISF on the following assumption : the object image (Ol) is a connected zone and its
shape is a resuit of transformations of a circle by numbers of local pressings and
skretchings without zone square changing. According to the assumtion the ISF vector
becomes a measure of differences between the OI shape and a circle. It can be put

together using knowing features : 4
[

L R M M W W
P={p, =—L—-,p2 =—I§'l‘-“—,p3 2%’1)4 =ﬁ,ps = M"‘ +Ps =—W—,p7 =E?}’“)
(1] min min 0 0

where P, p; - the ISF vector and its element, respectively; Lo, Ro, Mo - a length of a
contour , a radius , and a central inertial moment of the circle which square is equal
the OI square, respectively; L, Rmax, Rmin - a length of a contour, maximum and
minimum distances between points of the OI contour and the OI center, respectively;
Mmax, Mmin, Mc - maximum and minimum axial and central inertial moments of the
Ol, respectively; Wy, W - modules of null and all Fourier decriptors of the OI
contour, respectively.

Notice that the ISF(1) are invariable to scaling and rotating. They requare a
small number of calculations and their meaning is clear.

The well-known criteria for the OES parameter optimization is a maximization of
a signal to noise ratio (SNR) that is provided by a correlative spatial filtering. But
using the ISF makes this optimization difficult because the OI may have various
scales and rotations and they might be among bright other images that reduce spatial
filter possibilities. The computer simulation of the OES shows that the Ol shape
distorsion may be characterized by the relative square value error (RSVE). The RSVE
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depends on the SNR and a contour destruction by a high space harmonic depression.
The following expression defines the RSVE in case of normal distribution of noise :

kxUJ r
e(r)=1-2¢D| — |+ 2% p*— , (2)
N (g(r)) i et

where e - the RSVE , @(x) - Gauss function, k,U,A,g(r) - the Ol contrast,
amplitude, square and noise respectively :

gr)= T TG(EJ)H(E),r)dEi) ;

-00— a0

@ - a space harmonic vector, G(&@) - a spatial spectrum of a noise capacity density,

H(@,r) - a spatial transfer function of the OES , r - a parameter which defines a high
space harmonic depression (a radius of an optical point spread plot or a photo-
sensivitive element dimension of a matrix photodetector).

The minimization of the RSVE (2) can be the suitable criteria for the OES
optimization.The RSVE is defined by the SNR that reflects corresponding an optical
radiation energy of the object to the OES detectivity and py that is the ISF.

The image recognition program has to use the detailed information about the OI.
The following sequences of image processing procedures allow to do it :

1.Depressing a noise using a sigma filter which parameters are fixed according to
etalon OI amplitudes and dimensions.

2.Building a quadro-tree of the image to find thresholds for segmentation and
choosing the homogenious zones that can contain the OL

3.Threshold segmentation.

4.Each homogenious zone divides onto connected zones by a contour search
algorithm. If a connected zone has a square and a length of its contour that are
near to the etalon OI ones the ISF vector is calculated.

5.A classification does by comparing a weighted distance between the ISF vectors
of the connected zones and the etalon OI with the threshold value. The order of
comparing is defined by probabilities of the etalon Ol appearences.

The ISF vector, the method of the OES optimization and the order of the image
processing procedures have been applying for automatic recognition of
TRICHINELLA microbe by the special OES. TRICHINELLA microbe causes the
dangerous incurable disease of people and cattle so agricultural and sanitary
organizations are interested in this OES. Now the TRICHINELLA recognition
procedures are testing with the OES model.

¢
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Meroa knacudikauii onyxaux oaHO3B'A3HHX obaacTel
POCTHUCIJIAB KOCAPEBHY, JIEOHIJI KOPOJIIOK, BOTJIAH PYCUH

Disuxo-mexanivnuu incmumym HAH Yxpaina, 290601 Jlveis,
sya. Hayxosa, 5a,
Ten.: (0322) 65-4530.

Rostyslav Kosarevych, Leonid Koroliuk, Bohdan Rusyn. Classification of connected

convexity areas.
The algorithm of description and classification of connected convexity areas is considered.

The object recognition criterions built basing on their internal structure analysis are suggested.

Beryn. Icnye Beamka kinbkicTb 3amay  amanisy 306paxkeHb, e BHHHKAE
HeoOXiAHICTh onKcy i po3ni3HaBaH#s 06'ekTiB. Baxinpoio npobaeMolo B TaKHX 3ajayax
€ Te, IO BUXiAHI 306pa>keHHs] CYTTEBO BiJIPI3HAIOTBCS MO CBOI CTPYKTYpi, MiAAAraoTh
TNEPETBOPEHHAM 3CyBY, NOBOPOTY, 3MiHH Maciitaly, a TaKoX BIIHBY 3aBal |
cnotTBopeHb. Lle 06ymoBilioe BeIMKY KiabKicTh pi3HOMaHITHHX METO/IiB pO3Ni3HaBaHHS.

Anie He3aNeXHO BIl METO/ly, IO 3aCTOCOBYETbCS ANsi (POPMyBaHHS O3HAK, HPOCTip
BXIIHMX MaHHX HeOOXiJIHO NepeTBOPHTH B NpPOCTip O3HAK TAaKHM YHHOM, mob, [no-
nepuie, 3po6uTH cTHCHeHHs iHdopmaiil sik npu onuci o6pasis, Tak i npu dopManizamii
MpoLUeAyPH PO3Ii3HaBaHHA; NO-Apyre, BiAi6paHi 03HaKH [Uisl KOXKHOTO KJacy 306paxkeHb
NMOBHHHI YTBOPIOBATH HENEPETHHHI MHOMHHH; [O-TpeT€, O3HAaKH MNOBHHHI OGyTH
iiBapiaHTHHAMHE BiZHOocHO adinHux nepersopens [1].

Tomy B poboti posrnsnyTa oana 3 npoueayp ¢opmysarus osHak. Lls npoueaypa
OCHOBaHA Ha BUKOpHCTaHHI iHdopMauil npo BHYTpPilIHIO CTPYKTYpYy OG'€KTa, LIISXOM
BCTAHOBJIEHHS! YHMCJOBOI ouinku pajianbnoi anpokcumauii [2,4]. Tlix paaianbHow
anpokcumaniclo 6y/ieMo pO3yMiTH NpOBEEHHS NPOMEHIB 3 HEHTPy mjonti o6'ekTa 10
NEPETHHY 3 HOrO KOHTYPOM.

B skocti Mozeni 3o6paxennsi o6'exTa posrasAaTHMEMO 06NaCTb - MHOXKBHY TOYOK
CKIHYEHOro MOPAAKY. i

Ockinbku onykna oAHO3B'3HA o6/nacTb € HalinpocTimum BHODazkoM o6/acTi, MmO
3yCTpiYa€TbCsi, TO AOBiAbHY oO6nacTb MOXHa pO3GMTH Ha CYKYINHICTD ONYKJIAX
O/HO3B'A3HUX o6jacTteil | CTBOPHTH ONHC /I KOXHOI 3 HHX. THM caMuM OTpHMaeMo
ONKC 151 061acTi B 3ara/IbHOMY BHIAJAKY, HEONMyKJIOI Ta HEOAHO3B'A3HOT.

Ho6yaora onucy. Posrnsinemo no6ynoBy onncy oaHo3s'sa3Hoi i onykaoi obacri
(muB. puc. 1). Ilo6yaosa ii omucy monsrae y BH3HayeHHi nAoBxuHH |; mpoBemeHux
mpoMeHiB Ta ikcauil kyrta f, nix skum Bonu nposesieHi. Beboro 6yayeTnes n npomenis
3 intepBaniom Df. B pesyabrari oTpHMaEMO NOCHiZOBHICT:

L={l.o}], (1)

Takuit ommc nac nesHy ampokckMauilo KOHTypa obaacTi, a KOHTYp, SK BiAOMO €
OJHO3HAYHMM TpeAcTaBieHHsiM o6nacti. Bepyuu mo yBaru noxu6kum auckperusamii i
obuncienn Benwunn |; npu adinEux nepersopenusix obaacti, OyJio BCTaHOBJIEHO, HIO 3a
kputepiem cnibsignowenns naom h=Sn/S (Sn micas i S go anpokcumauii) HalGinbm
ONTHMAJIbHHM YHCJOM MpOBEAEHUX TMPOMEHIB € Nopr=72, NpH siKoMy noxubka
BIATBOPEHOro KOHTYpy He mnepeBuilyBanTMe 5% (aus. puc. 2), a intepsan dikcanii
KyTa NpH LIbOMY CTaHOBHTHME 5 IpPaayciB.
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Puc. 1

Jlast apyvHOCTi aHaxidy ONHC (1) npeacraBumo y BuIAs of'enHaHHsA [ABOX
MHOXHKH

L=rur,={t}  uial, @)

OTpuMaHHKi ONNC € iHBapiaHTHHM BiJ{THOCHO MNEPETBOPEHHS nepeMillieHHst, ane He
BOJIOJIIE€ iHBAPIAHTHHMH BJIACTHBOCTAMH BiJIHOCHO NEPETBOPEHD macuiTaby Ta NoBOPOTY.

Knacndikanis. Posrismemo M kiacis. Hexa#i mi KJacH /IONYyCKaloTh
Ipe/iCTABJEHHSA 32 JONOMOrol0 €TaJOHHHX obpasip Z{,Z3,...ZpM, NPHYOMY KOXHOMY 3
HUX MOXKHA IIOCTAaBHTH Y BiJIIOBIAHICTb MHOXHHH

B = BUE ={),U o), i=hM @

BisbMemo ISl NPHKIALy Aesikuit knac Zg € M. Knacudikauilo o6pa3iB nposeaeMo B
xBa eranu. Ha nepmomy erani 6y/iemMo BUKOPHCTOBYBaTH Tizpku Muoxuak Ly ta L.

Y BunaAKy, KOJH Ma€ Micile NepeTBOPeHHA macmTaby o6JacTi, PO3r/siHEMO
MHOXHMHY TouoK { Xjyi} Ha NACLIMHI, Ae Xi=i; ¥ =1i/liz-‘. Bsaxkaloun ToukHu {X{,Yi}
{x2,y2},---{Xn,¥n} #K pe3yabTaT 3 ABOMipHOro pO3noiny, 3amHieMo KoedimieHT
KopeJiAlil po3noainy ‘

)_"Zl(x.- _B), - )

\/gl(x.. -2V (-

r

@
=1y 5, 7=y -
i=1 i=1
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Bigomo, mo r €[-1,1]. I'panuyni 3navenns r = +] MOXYTb JOCATATHCA JHIIE TOMi,
KONM BCi ToukH {X;,y;} po3ramoBaHi Ha oaHilt npamiil ainil B nrommui X,Y.

Touku 6yayTp posramoBani Ha npsMifl y BUNagKy, KOJM BeJWYHHH Yi piBHi, a ne
MOXJHBO JIKINlE TOXi, KoM enemeHT |; 6yae siapisuaruces Bix ;” na meaxuit MuOXHMK.
Omxe, mas momepeanboro siznecenns o6jacti 3 onucom L o Kinacy Z; neobXinHe
BUKODUCTaHHR KPHTepis MakcuMyMy koediuienta kopeasuii r, To6ro senuuunn (4).

J |
10

L A - Wit

09 |- —

07 frer

30 S0 60 70 n

Puc. 2

Posrnsinemo BHNanok, konu Mae Micile nepeTBOpeHHSI MoBOpoTy. B upomy pasi
omic L nesikoi obaacti i onuc wmiel x obnacti, are nosepHyTOi Ha fesiKHil KyT,
BIIDI3HATHMYTbCS JIHIUE MOPsAKOM enemeHTiB lj. Jlns nocsrHeHns iHBapianTHOro onucy
fo mosopoTy obaacti B po6OTi NMpONOHYeTbcsi 3AIACHIOBATH ONeEpalil0 COPTYBaHHS
eleMeHTiB MHOXHHH L| B nopsiaky ix spocranus. Ilpm upomy mnopsiok eseMmeHTis
MHOXHHH L¢ aminuTbes. B pesyabrati oTpuMaemMo MHOXUHH

L' ={i'}]; < lj+; i=1,..n ’
L¢' = {f;"} i=1,...n . (35)
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Ananoriyso (5) nposememMo BNOpsiIKYBaHHS ONHCIB NpeACTaBHUKIB Kjacis Zj,
Zy,...Znm. Tlpu copryBalHi 36epiraeTbcsi BeJHYMHR KyTa, N sikum OyB nposeAcHMil
NpPOMiHb, TOMY 3aBX/H € MOXJKBICTb BIATBOPHTH 06sacTb.

[lpote micisi cOpTYBaHHA MOXeE CTaTHCA TaK, WO ONHKC MPEACTaBHHKIB PI3HMX
knacis 6yse ofHakoBHM, TO6To koedinienT kopensauii HaGyBaTHME MaKCHMaNbHOIO
3HauYeHHA AAs /ABoX abo Ginpme kaacis. [lasi ycyHeHHs WbOro HEAOJNIKY HEOOXiAHO
npopoanTH ananis3 MHoXkuH Lf L¢’. Binomo, mo BesnyuHa KyTa MiX MakCHMaJibHMM i
MiHIMaJbHHM NpPOMEHSMH HE 3MIHIOETHCS NPH NepeTBOpeHHsX MacmTaly, loBopoTy i
nepemimennsi. Jlns enementiB MHOoXHEM Lf ,mopaxyemo pisumui Dfy=(f;-f,),
Dfy=(fy-f,.4) Tomo. Boum sanumapoTtbcs He3MlHHHMH nl}n aiHHEHX NEepPeTBOPEHHSX.
Taki  pi3HHNI NOpPaxXyeMo /I MHOXHH Lf Lf y . SAxmo Ha mepmoMy etami
koedimieHT Kopensuil HayBac MaKCHMaJbHOIO 3uaqe1mst Ansl AEKiibKOX KJHaciB, TO
' ocTatoyHe pilleRHs NpO BiHeceHHS 06'eKTy O meBHOrO kjaacy Z; GyaeMo npuiMaTh

NpH MiHiMaJbHOMY 3HaY€HHI BEIHYHHH:
n/2]

o= 2.(Ap, - Ag;) ©

k=] ]

Bucnosku. OnucaHa mnpouefypa AO3BOJisi€ NPOBOAMTH KJacHikalilo OmyKIHX
ONHO3B'sI3HUX o6GaacTeii. ANroput™M BigHeceHHA o0O0'€KTa [0 KJacy CKJIaJaeTbcs 3
HACTYNHHX KPOKIB:

Kpok 1. Orpumanus onucy (1) o6'exra;

Kpok 2. Iepersopennsi onucy (1) go surasay (5);

Kpok 3. O6uncnenns koediuienra xopeasuii r 3a ¢popmynow (4);

Kpok 4. Tlonepente BiaHeceHHs 06'eKkTa A0 KJacy 3a KPHTEPIEM max r ;

Kpok 5. O6uncnenns senuyutin F 3a dopmynowo (6);

Kpok 6. Ocraroune BifiHecenHs o6'exTa 20 Kjiacy 3a KpuTepiem min F .

Onuc (5) nae onHosHayHe nmpejicTaBjieHHsl 06aacTi i AO3BOMSE 3POGHTH CTHCHEHHS

BxizHoi indopmaltil 6e3 Brpar.
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